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Preface

Science is for those who learn;
poetry for those who know.

—Joseph Roux

This book is a continuation of my previous book, Dynamics and Control of 
Structures [44]. The expanded book includes three additional chapters and an 
additional appendix: Chapter 3, “Special Models”; Chapter 8, “Modal Actuators and 
Sensors”; and Chapter 9, “System Identification.” Other chapters have been
significantly revised and supplemented with new topics, including discrete-time 
models of structures, limited-time and -frequency grammians and reduction, almost-
balanced modal models, simultaneous placement of sensors and actuators, and 
structural damage detection. The appendices have also been updated and expanded. 
Appendix A consists of thirteen new Matlab programs. Appendix B is a new 
addition and includes eleven Matlab programs that solve examples from each
chapter. In Appendix C model data are given. 

Several books on structural dynamics and control have been published.
Meirovitch’s textbook [108] covers methods of structural dynamics (virtual work,
d’Alambert’s principle, Hamilton’s principle, Lagrange’s and Hamilton’s equations,
and modal analysis of structures) and control (pole placement methods, LQG design, 
and modal control). Ewins’s book [33] presents methods of modal testing of
structures. Natke’s book [111] on structural identification also contains excellent 
material on structural dynamics. Fuller, Elliot, and Nelson [40] cover problems of 
structural active control and structural acoustic control. Inman’s book [79]
introduces the basic concepts of vibration control, while Preumont in [120] presents
modern approaches to structural control, including LQG controllers, sensors, and 
actuator placement, and piezoelectric materials with numerous applications in 
aerospace and civil engineering. The Junkins and Kim book [87] is a graduate-level 
textbook, while the Porter and Crossley book [119] is one of the first books on 
modal control. Skelton’s work [125] (although on control of general linear systems)
introduces methods designed specifically for the control of flexible structures. For 
example, the component cost approach to model or controller reduction is a tool 
frequently used in this field. The monograph by Joshi [83] presents developments on
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dissipative and LQG controllers supported by numerous applications. Genta’s book 
[65] includes rotor dynamics; the book by Kwon and Bang [92] is dedicated mainly 
to structural finite-element models, but a part of it is dedicated to structural 
dynamics and control. The work by Hatch [70] explains vibrations and dynamics 
problems in practical ways, is illustrated with numerous examples, and supplies 
Matlab programs to solve vibration problems. The Maia and Silva book [107] is a 
study on modal analysis and testing, while the Heylen, Lammens, and Sas book [71] 
is an up-to-date and attractive presentation of modal analysis. The De Silva book 
[26] is a comprehensive source on vibration analysis and testing. Clark, Saunders, 
and Gibbs [17] present recent developments in dynamics and control of structures; 
and Elliott [31] applies structural dynamics and control problems to acoustics. My 
book [47] deals with structural dynamics and control problems in balanced 
coordinates. The recent advances in structural dynamics and control can be found in 
[121].  

This book describes comparatively new areas of structural dynamics and control 
that emerged from recent developments. Thus: 

State-space models and modal methods are used in structural dynamics as well 
as in control analysis. Typically, structural dynamics problems are solved using 
second-order differential equations.
Control system methods (such as the state-space approach, controllability and 
observability, system norms, Markov parameters, and grammians) are applied to 
solve structural dynamics problems (such as sensor and actuator placement, 
identification, or damage detection).  
Structural methods (such as modal models and modal independence) are used to 
solve control problems (e.g., the design of LQG and H  controllers), providing 
new insight into well-known control laws.  
The methods described are based on practical applications. They originated from 
developing, testing, and applying techniques of structural dynamics, 
identification, and control to antennas and radiotelescopes. More on the 
dynamics and control problems of the NASA Deep Space Network antennas can 
be found at http://tmo.jpl.nasa.gov/tmo/progress_report/.
This book uses approximate analysis, which is helpful in two ways. First, it 
simplifies analysis of large structural models (e.g., obtaining Hankel singular 
values for a structure with thousands of degrees of freedom). Second, 
approximate values (as opposed to exact ones) are given in closed form, giving 
an opportunity to conduct a parametric study of structural properties.  

This book requires introductory knowledge of structural dynamics and of linear 
control; thus it is addressed to the more advanced student. It can be used in graduate 
courses on vibration and structural dynamics, and in control system courses with 
application to structural control. It is also useful for engineers who deal with 
structural dynamics and control.  

Readers who would like to contact me with comments and questions are invited to 
do so. My e-mail address is Wodek.K.Gawronski@jpl.nasa.gov. Electronic versions 
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of Matlab programs from Appendix A, examples from Appendix B, and data from 
Appendix C can also be obtained from this address.  

I would like to acknowledge the contributions of my colleagues who have had an 
influence on this work: Kyong Lim, NASA Langley Research Center 
(sensor/actuator placement, filter design, discrete-time grammians, and H  controller 
analysis); Hagop Panossian, Boeing North American, Inc., Rocketdyne 
(sensor/actuator placement of the International Space Station structure); Jer-Nan 
Juang, NASA Langley Research Center (model identification of the Deep Space 
Network antenna); Lucas Horta, NASA Langley Research Center (frequency-
dependent grammians for discrete-time systems); Jerzy Sawicki, Cleveland State 
University (modal error estimation of nonproportional damping); Abner Bernardo, 
Jet Propulsion Laboratory, California Institute of Technology (antenna data 
collection); and Angel Martin, the antenna control system supervisor at the NASA 
Madrid Deep Space Communication Complex (Spain) for his interest and 
encouragement. I thank Mark Gatti, Scott Morgan, Daniel Rascoe, and Christopher 
Yung, managers at the Communications Ground Systems Section, Jet Propulsion 
Laboratory, for their support of the Deep Space Network antenna study, some of 
which is included in this book. A portion of the research described in this book was 
carried out at the Jet Propulsion Laboratory, California Institute of Technology, 
under contract with the National Aeronautics and Space Administration. 

Wodek K. Gawronski 
Pasadena, California 

January 2004 
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1
Introduction to Structures 

examples, definition, and properties 

A vibration is a motion
that can't make up its mind

which way it wants to go.
—From Science Exam

Flexible structures in motion have specific features that are not a secret to a
structural engineer. One of them is resonance—strong amplification of the motion at 
a specific frequency, called natural frequency. There are several frequencies that 
structures resonate at. A structure movement at these frequencies is harmonic, or 
sinusoidal, and remains at the same pattern of deformation. This pattern is called a 
mode shape, or mode. The modes are not coupled, and being independent they can
be excited separately. More interesting, the total structural response is a sum of 
responses of individual modes. Another feature—structural poles—are complex
conjugate. Their real parts (representing modal damping) are typically small, and
their distance from the origin is the natural frequency of a structure. 

1.1   Examples 

In this book we investigate several examples of flexible structures. This includes a
simple structure, composed of three lumped masses, a two-dimensional (2D) truss 
and a three-dimensional (3D) truss, a beam, the Deep Space Network antenna, and
the International Space Station structure. They represent different levels of 
complexity.

1.1.1  A Simple Structure

A three-mass system—a simple structure—is used mainly for illustration purposes,
and to make examples easy to follow. Its simplicity allows for easy analysis, and for 
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straightforward interpretation. Also, solution properties and numerical data can be
displayed in a compact form.

The system is shown in Fig. 1.1. In this figure m1, m2, and m3 represent system
masses, k1,  k2,  k3, and k4, are stiffness coefficients, while d1,  d2,  d3, and d4, are 
damping coefficients. This structure has six states, or three degrees of freedom.

1m 2m 3m

1d

4k3k2k

2d 3d 4d

1 1,f q 2 2,f q
3 3,f q

1k

Figure 1.1.  A simple structure.

1.1.2  A 2D Truss

The truss structure in Fig. 1.2 is a more complex example of a structure, which can 
still easily be simulated by the reader, if necessary. For this structure, l1=15 cm,
l2=20 cm  are dimensions of truss components.  Each truss has a cross-sectional area
of 1 cm2, elastic modulus of 2.0 107 N/cm2, and mass density of 0.00786 kg/cm3.
This structure has 32 states (or 16 degrees of freedom). Its stiffness and mass
matrices are given in Appendix C.1. 

Figure 1.2. A 2D truss structure.
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1.1.3  A 3D Truss 

A 3D truss is shown in Fig. 1.3. For this truss, the length is 60 cm, the width 8 cm,
the height 10 cm, the elastic modulus is 2.1 107 N/cm2, and the mass density is 
0.00392 kg/cm3. The truss has 72 degrees of freedom (or 144 states).
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Figure 1.3. A 3D truss structure.

1.1.4  A Beam

A clamped beam is shown in Fig. 1.4. It is divided into n elements, with n–1 nodes,
and two fixed nodes. In some cases later in this book we use n=15 elements for 
simple illustration, and sometimes n=60 or n=100 elements for more sophisticated
examples of beam dynamics. Each node has three degrees of freedom: horizontal 
displacement, x, vertical displacement, y, and in plane rotation, . In total it has 
3(n–1) degrees of freedom. The beam is 150 cm long, with a cross-section of 1 cm2.
The external (filled) nodes are clamped. The beam mass and stiffness matrices for
n=15 are given in Appendix C.2. 

1 20 3 n 2 n 1 n

Figure 1.4. A beam divided into n finite elements.

1.1.5  The Deep Space Network Antenna

The NASA Deep Space Network antenna structure illustrates a real-world flexible 
structure. The Deep Space Network antennas, operated by the Jet Propulsion 
Laboratory, consist of several antenna types and are located at Goldstone
(California), Madrid (Spain), and Canberra (Australia). The Deep Space Network
serves as a communication tool for space exploration. A new generation of Deep
Space Network antenna with a 34-m dish is shown in Fig. 1.5. This antenna is an
articulated large flexible structure, which can rotate around azimuth (vertical) and
elevation (horizontal) axes. The rotation is controlled by azimuth and elevation
servos, as shown in Fig. 1.6. The combination of the antenna structure and its 
azimuth and elevation drives is the open-loop model of the antenna. The open-loop
plant has two inputs (azimuth and elevation rates) and two outputs (azimuth and
elevation position), and the position loop is closed between the encoder outputs and 
the rate inputs. The drives consist of gearboxes, electric motors, amplifiers, and
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tachometers. For more details about the antenna and its control systems, see [59] and
[42], or visit the web page http://ipnpr.jpl.nasa.gov/. The finite-element model of the 
antenna structure consists of about 5000 degrees of freedom, with some nonlinear
properties (dry friction, backlash, and limits imposed on its rates, and accelerations).
However, the model of the structure and the drives used in this book are linear, and 
are obtained from the field test data using system identification procedures.

Figure 1.5.  The Deep Space Network antenna at Goldstone, California (courtesy of 
NASA/JPL/Caltech, Pasadena, California). It can rotate with respect to azimuth (vertical)
axis, and the dish with respect to elevation (horizontal axis).

In the following we briefly describe the field test. We tested the antenna using a 
white noise input signal of sampling frequency 30.6 Hz, as shown in Fig. 1.7(a). The 
antenna elevation encoder output record is shown in Fig. 1.7(b). From these records 
we determined the transfer function, from the antenna rate input to the encoder 
output, see Fig. 1.8(a),(b), dashed line. Next, we used the Eigensystem Realization
Algorithm (ERA) identification algorithm (see [84], and Chapter 9 of this book) to 
determine the antenna state-space representation. For this representation we obtained 
the plot of the transfer function plot as shown in Fig. 1.8(a),(b), solid line. The plot 
displays good coincidence between the measured and identified transfer function.
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The flexible properties are clearly visible in the identified model. The identified 
state-space representation of the antenna model is given in Appendix C.3. 

EL torque 
ELEVATION

DRIVE

AZIMUTH

DRIVE ANTENNA
STRUCTURE

XEL error

EL error

AZ encoder

EL encoder 

AZ torque 

EL rate 

AZ rate 

wind

AZ pinion rate 

EL pinion rate 

Figure 1.6.  The open-loop model of the Deep Space Network antenna (AZ = azimuth, EL =
elevation, XEL = cross-elevation): The AZ and EL positions are measured with encoders, EL 
and XEL errors are RF beam pointing errors.
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Figure 1.8. The antenna transfer functions obtained from the data (dashed line), and
obtained from the identified model (solid line): (a) Magnitude; and (b) phase.

1.1.6  The International Space Station Structure 

The Z1 module of the International Space Station structure is a large structure of a 
cubical shape with a basic truss frame, and with numerous appendages and
attachments such as control moment gyros and a cable tray. Its finite-element model
is shown in Fig. 1.9. The total mass of the structure is around 14,000 kg. The finite-
element model of the structure consists of 11,804 degrees of freedom with 56
modes, of natural frequencies below 70 Hz. This structure was analyzed for the
preparation of the modal tests. The determination of the optimal locations of shakers 
and accelerometers is presented in Chapter 7. 

1.2   Definition

The term flexible structure or, briefly, structure has different interpretations and
definitions, depending on source and on application. For the purposes of this book
we define a structure as a linear system, which is 

finite-dimensional;
controllable and observable;
its poles are complex with small real parts; and 
its poles are nonclustered. 
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Beam

Control moment gyros

Cable tray

Antenna boom

Figure 1.9.  The finite-element model of the International Space Station structure.

Based on this definition, we derive many interesting properties of structures and
their controllers later in this book. 

The above conditions are somehow restrictive, and introduced to justify the
mathematical approach used in this book. However, our experience shows that even
if these conditions are violated or extended the derived properties still hold. For 
example, for structures with heavy damping (with larger real parts of complex
poles), or with some of the poles close to each other, the analysis results in many
cases still apply. 

1.3   Properties 

In this section we briefly describe the properties of flexible structures. The
properties of a typical structure are illustrated in Fig. 1.10.

Motion of a flexible structure can be described in independent coordinates,
called modes. One can excite a single mode without excitation of the remaining
ones. Displacement of each point of structure is sinusoidal of fixed frequency.
The shape of modal deformation is called a modal shape, or mode. The 
frequency of modal motion is called natural frequency. 
Poles of a flexible structure are complex conjugate, with small real parts; their
locations are shown in Fig. 1.10(a).
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Figure 1.10. Properties of a typical flexible structure: (a) Poles are complex with small real
parts; (b) magnitude of a transfer function shows resonant peaks; (c) impulse response is
composed of harmonic components; and (d) phase of a transfer function displays 180 deg 
shifts at resonant frequencies.

Figure 1.11. Structure response depends strongly on damping: (a) Poles of a structure with
small ( ) and larger ( ) damping – damping impacts the real parts; (b) impulse response for
small (solid line) and larger (dashed line) damping – damping impacts the transient time; (c) 
magnitude of the transfer function for small (solid line) and larger (dashed line) damping – 
damping impacts the resonance peaks; and (d) response to the white noise input for small
(solid line) and larger damping (dashed line) – damping impacts the rms of the response.
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The magnitude of a flexible structure transfer function is characterized by the 
presence of resonance peaks; see Fig. 1.10(b).  

The impulse response of a flexible structure consists of harmonic components, 
related to complex poles, or to resonance peaks; this is shown in Fig. 1.10(c).  

The phase of a transfer function of a flexible structure shows 180 degree shifts at 
natural frequencies, see Fig. 1.10(d).   

Poles of a flexible structure are complex conjugate. Each complex conjugate pair 
represents a structural mode. The real part of a pole represents damping of the mode. 
The absolute value of the pole represents the natural frequency of the mode. 

Consider two different structures, as in Fig. 1.11(a). The first one has poles 
denoted with black circles ( ), the second one with crosses ( ). The locations of the 
poles indicate that they have the same natural frequencies, but different damping. 
The structure with poles marked with black circles has larger damping than the one 
with poles marked with the crosses. The figure illustrates that structural response 
depends greatly on the structural damping. For small damping the impulse response 
of a structure decays slower than the response for larger damping, see Fig. 1.11(b). 
Also, the magnitude of the response is visible in the plots of the magnitude of the 
transfer function in Fig. 1.11(c). For small damping the resonance peak is larger than 
that for larger damping. Finally, the damping impacts the root-mean-square (rms) of 
the response to white noise. For example, Fig. 1.11(d) shows that for small damping 
the rms response of a structure is larger than the response for larger damping. 

When a structure is excited by a harmonic force, its response shows maximal 
amplitude at natural frequencies. This is a resonance phenomenon – a strong 
amplification of the motion at natural frequency. There are several frequencies that 
structures resonate at. A structure movement at these frequencies is harmonic, or 
sinusoidal, and remains at the same pattern of deformation. This pattern is called a 
mode shape, or mode. The resonance phenomenon leads to an additional property – 
the independence of each mode. Each mode is excited almost independently, and the 
total structural response is the sum of modal responses. For example, let a structure 
be excited by a white noise. Its response is shown in Fig. 1.12(a). Also, let each 
mode be excited by the same noise. Their responses are shown in Fig. 
1.12(b),(c),(d). The spectrum of the structural response is shown in Fig. 1.13(a), and 
the spectra of responses of each individual mode are shown in Fig. 1.13(b),(c),(d). 
Comparing Fig1.13a with Fig.1.13b,c,d we see that the resonance peak for each 
natural frequency is the same, either it was total structure excited, or individual 
mode excited. This shows that the impact of each mode on each other is negligible. 

The independence of the modes also manifests itself in a possibility of exciting 
each individual mode. One can find a special input configuration that excites a 
selected mode. For example, for the simple structure presented above we found an 
excitation that the impulse response has only one harmonic, see Fig. 1.14(a), and the 
magnitude of the transfer function of the structure shows a single resonance peak, 
see Fig. 1.14(b). However, there is no such input configuration that is able to excite 
a single node (or selected point) of a structure. Thus structural modes are 
independent, while structural nodes are not. 
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Figure 1.12. Response to the white noise input: (a) Total structure response is composed of
three modal responses; (b) mode 1 response of the first natural frequency; (c) mode 2 
response of the second natural frequency; and (d) mode 3 response of the third natural
frequency.

Figure 1.13. Spectra of the response to the white noise input: (a) Total structure spectrum
consists of three modal spectra; (b) mode 1 spectrum of the first natural frequency; (c) mode
2 spectrum of the second natural frequency; and (d) mode 3 spectrum of the third natural
frequency.
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2
Standard Models 

 how to describe typical structures 

Equation Chapter 2 Section 1

The best model of a cat is another, or
preferably the same, cat.

—Arturo Rosenblueth with Norbert Wiener

In this and the following chapter we explain structural models that describe standard
—or more common—structures. The standard models include structures that are
stable, linear, continuous-time, and with proportional damping.

We derive the structural analytical models either from physical laws, such as
Newton’s motion laws, Lagrange’s equations of motion, or D’Alembert’s principle 
[108], [111]; or from finite-element models; or from test data using system
identification methods. The models are represented either in time domain
(differential equations), or in frequency domain (transfer functions).

We use linear differential equations to represent linear structural models in time
domain, either in the form of second-order differential equations or in the form of
first-order differential equations (as a state-space representation). In the first case,
we use the degrees of freedom of a structure to describe structural dynamics. In the 
second case we use the system states to describe the dynamics. Structural engineers 
prefer degrees of freedom and the second-order differential equations of structural
dynamics; this is not a surprise, since they have a series of useful mathematical and 
physical properties. This representation has a long tradition and using it many
important results have been derived. The state-space model, on the other hand, is a
standard model used by control engineers. Most linear control system analyses and 
design methods are given in the state-space form. The state-space standardization of 
structural models allows for the extension of known control system properties into
structural dynamics.  In this chapter we use both second-order and state-space 
models, and show their interrelations.



14  Chapter 2

Besides the choice of form of equations, we represent the analytical model in 
different coordinates. The choice of coordinates in which the system model is 
represented is rather arbitrary. However, two coordinate systems, nodal and modal, 
are commonly used. Nodal coordinates are defined through displacements and
velocities of selected structural locations, called nodes; and modal coordinates are
defined through the displacements and velocities of structural (or natural) modes. In 
this book we use both coordinate systems; however, we put more weight on the 
modal coordinate system.

At the beginning of this chapter we present a generic state-space system model
and its transfer function; next, structural state-space models follow the second-order
models of flexible structures. 

2.1   Models of a Linear System

Models of a linear system are described by linear differential equations. The
equations can be organized in a standard form called state-space representation. This 
form is a set of first-order differential equations with unit coefficient at the first
derivative. The models can also be represented in the form of a transfer function, 
after applying the Laplace or Fourier transformation. The state-space representation
carries information about the internal structure (represented by states) of the model,
while the transfer function describes the model in terms of its input–output
properties (although its internal state can be somehow recovered). Also, the state-
space models are more convenient and create less numerical difficulties than transfer 
functions when one deals with high-order models.

2.1.1  State-Space Representation 

A linear time-invariant system of finite dimensions is described by the following 
linear constant coefficient differential equations:

,

,

x Ax Bu

y Cx
 (2.1) 

with the initial state (0) ox x . In the above equations the N-dimensional vector x is 

called the state vector, ox  is the initial condition of the state, the s-dimensional
vector u is the system input, and the r-dimensional vector y is the system output. The 
A, B, and C matrices are real constant matrices of appropriate dimensions (A is N N,
B is N s, and C is r N). We call the triple  the system state-space
representation.

( , , )A B C

Every linear system, or system of linear-time invariant differential equations can 
be presented in the above form (with some exceptions discussed in Chapter 3). It is 
important to have a unique form as a standard form in order to develop 
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interchangeable software and compatible methods of analysis. However, for the
same system presented by the state equations (2.1) the matrices A, B, C and the state
vector are not unique: different representations  can give an identical input–

output relationship. Indeed, one can introduce a new state variable, 

( , , )A B C

,nx  such that 

 ,nx Rx  (2.2) 

where R is a nonsingular transformation matrix. Introducing x from (2.2) to (2.1) we 
obtain the new state equations 

,

,

n n n n

n n

x A x B u

y C x
 (2.3) 

where

.  (2.4) 1 1, ,n n nA R AR B R B C CR

Note that u and y are identical in (2.1) and (2.3); i.e., the input–output relationship is 
identical in the new representation (  and in the original representation
(A,B,C). This might suggest that there is no difference as to what coordinates we use 
for a system analysis. But this is not necessarily true. Although input–output
relations remain invariant, it makes a difference for system analysis or controller
design what state or representation is chosen. For example, some representations 
have useful physical interpretations; others are more convenient for analysis and
design.

, , )n n nA B C

2.1.2  Transfer Function 

Besides the state-space representation a linear system can be alternatively
represented by its transfer function. The transfer function G(s) is defined as a 
complex gain between y(s) and u(s),

( ) ( ) ( ),y s G s u s  (2.5) 

where y(s) and u(s) are the Laplace transforms of the output y(t) and input u(t),
respectively. Using the Laplace transformation of (2.1) for the zero initial condition, 
x(0) = 0, we express the transfer function in terms of the state parameters (A,B,C),

 (2.6) 1( ) ( ) .G s C sI A B

The transfer function is invariant under the coordinate transformation (i.e., 

, which can be checked by introducing (2.4) into 
the above equation.

1( ) ( )n nC sI A B C sI A B1
n
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2.2   Second-Order Structural Models 

In this and the following sections we will discuss the structural models. One of them
is the second-order structural model. It is represented by the second-order linear
differential equations, and is commonly used in the analysis of structural dynamics.
Similarly to the state-space models the second-order models also depend on the 
choice of coordinates. Typically, the second-order models are represented either in 
the nodal coordinates, and are called nodal models, or in the modal coordinates, and 
are called modal models.

2.2.1  Nodal Models 

The nodal models are derived in nodal coordinates, in terms of nodal displacements,
velocities, and accelerations. The model is characterized by the mass, stiffness, and 
damping matrices, and by the sensors and actuators locations. These models are
typically obtained from the finite-element codes or from other Computer-Aided-
Design-type software.

As a convention, we denote a dot as a first derivative with respect to time (i.e., 
/x dx dt ), and a double dot as a second derivative with respect to time (i.e., 

2 / 2x d x dt ). Let  be a number of degrees of freedom of the system (linearly 
independent coordinates describing the finite-dimensional structure), let r be a 
number of outputs, and let s be a number of inputs. A flexible structure in nodal 
coordinates is represented by the following second-order matrix differential 
equation:

dn

,

.

o

oq ov

Mq + Dq + Kq = B u

y = C q +C q
 (2.7) 

In this equation q is the 1dn nodal displacement vector;  is the  nodal

velocity vector;  is the 

q 1dn

q 1dn  nodal acceleration vector; u is the 1s  input vector;

y is the output vector, ; M is the mass matrix,1r d dn n ; D is the damping matrix,

; and K is the stiffness matrix,d dn n d dn n . The input matrix oB is , the

output displacement matrix  is 
dn s

oqC dr n , and the output velocity matrix  is

. The mass matrix is positive definite (all its eigenvalues are positive), and the 
stiffness and damping matrices are positive semidefinite (all their eigenvalues are
nonnegative).

ovC

dr n

Example 2.1. Determine the nodal model for a simple system from Fig. 1.1. For 
this system we selected masses 1 2 3 1,m m m  stiffness 1 2 3 3,k k k
and a damping matrix proportional to the stiffness matrix, D = 0.01K, or 

4 0,k
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0.01id ik , i = 1, 2, 3, 4. There is a single input force at mass 3, and three outputs:
displacement and velocity of mass 1 and velocity of mass 3. 

For this system the mass matrix is 1 2 3( , , ),M diag m m m  thus 3M I . The
stiffness and damping matrices are

1 2 2

2 2 3 3

3 3 4

0

0

k k k

K k k k k

k k k

,
1 2 2

2 2 3 3

3 3 4

0

0

d d d

D d d d d

d d d

,

therefore,

6 3 0

3 6 3

0 3 3

K ,     and 

0.06 0.03 0.00

0.03 0.06 0.03

0.00 0.03 0.03

D .

The input and output matrices are 

,

0

0

1
oB

1 0 0

0 0 0

0 0 0
oqC ,     and

0 0 0

1 0 0

0 0 1
ovC .

On details of the derivation of this type of equation, see [70], [120].

2.2.2  Modal Models 

The second-order models are defined in modal coordinates. These coordinates are 
often used in the dynamics analysis of complex structures modeled by the finite
elements to reduce the order of a system. It is also used in the system identification 
procedures, where modal representation is a natural outcome of the test.

Modal models of structures are the models expressed in modal coordinates. Since 
these coordinates are independent, it leads to a series of useful properties that 
simplify the analysis (as will be shown later in this book). The modal coordinate
representation can be obtained by the transformation of the nodal models. This
transformation is derived using a modal matrix, which is determined as follows.

Consider free vibrations of a structure without damping, i.e., a structure without
external excitation (u  0) and with the damping matrix D = 0. The equation of 
motion (2.7) in this case turns into the following equation:

 (2.8) 0.Mq + Kq =
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The solution of the above equation is j tq e . Hence, the second derivative of the 

solution is 2 j tq e . Introducing the latter q and  into (2.8) givesq

2( ) j tK M e 0.  (2.9) 

This is a set of homogeneous equations, for which a nontrivial solution exists if the 

determinant of  is zero, 2K M

2det( ) 0.K M  (2.10) 

The above determinant equation is satisfied for a set of n values of frequency .
These frequencies are denoted 1 2, ,..., n , and their number n does not exceed the 

number of degrees of freedom, i.e., dn n . The frequency i  is called the ith
natural frequency.

Substituting i  into (2.9) yields the corresponding set of vectors 1 2, ,..., n

that satisfy this equation. The ith vector i  corresponding to the ith natural
frequency is called the ith natural mode, or ith mode shape. The natural modes are
not unique, since they can be arbitrarily scaled. Indeed, if i  satisfies (2.9), so does 

i , where  is an arbitrary scalar. 

For a notational convenience define the matrix of natural frequencies 

1

2

0 0

0 0

0 0 n

 (2.11) 

and the matrix of mode shapes, or modal matrix , of dimensions  which
consists of n natural modes of a structure 

,dn n

11 21 1

12 22 2
1 2

1 2

...

d d d

n

n
n

n n nn

, (2.12) 

where ij  is the jth displacement of the ith mode, that is,



Standard Models  19 

1

2

i

i
i

in

. (2.13) 

The modal matrix  has an interesting property: it diagonalizes mass and stiffness 
matrices M and K,

 ,T
mM M  (2.14) 

 .T
mK K  (2.15) 

The obtained diagonal matrices are called modal mass matrix  and modal

stiffness matrix (  The same transformation, applied to the damping matrix

( )mM

).mK

 ,T
mD D  (2.16) 

gives the modal damping matrix , which is not always obtained as a diagonal 

matrix. However, in some cases, it is possible to obtain  diagonal. In these cases
the damping matrix is called a matrix of proportional damping. The proportionality
of damping is commonly assumed for analytical convenience. This approach is 
justified by the fact that the nature of damping is not known exactly, that its values 
are rather roughly approximated, and that the off-diagonal terms in most cases—as 
will be shown later—have negligible impact on the structural dynamics. The
damping proportionality is often achieved by assuming the damping matrix as a
linear combination of the stiffness and mass matrices; see [18], [70],

mD

mD

1 2D K M , (2.17) 

where 1  and 2  are nonnegative scalars. 

Modal models of structures are the models expressed in modal coordinates. In 
order to do so we use a modal matrix to introduce a new variable, , called modal
displacement. This is a variable that satisfies the following equation: 

mq

 .mq q  (2.18) 

In order to obtain the equations of motion for this new variable, we introduce (2.18) 

to (2.7) and additionally left-multiply (2.7) by ,T  obtaining

,

.

T T T T
m m m

oq m ov m

oM q D q K q B

y C q C q

u



20  Chapter 2

Assuming a proportional damping, and using (2.14), (2.15), and (2.16) we obtain the 
above equation in the following form:

,

.

T
m m m m m m o

oq m ov m

M q D q K q B u

y C q C q

Next, we multiply (from the left) the latter equation by 1
mM , which gives

1 1 1 ,

.

T
m m m m m m m m o

oq m ov m

q M D q M K q M B u

y C q C q

The obtained equations look quite messy, but the introduction of appropriate
notations simplifies them,

 (2.19) 
22 ,

.

m m m

mq m mv m

q q q B

y C q C q

mu

In (2.19)  is a diagonal matrix of natural frequencies, as defined before. Note,
however, that this is obtained from the modal mass and stiffness matrices as follows:

2 1 .m mM K  (2.20) 

In (2.19)  is the modal damping matrix. It is a diagonal matrix of modal damping,

1

2

0 0

0 0

0 0 n

, (2.21) 

where i  is the damping of the ith mode. We obtain this matrix using the following

relationship , thus, 1 2m mM D

1 1
2 21 10.5 0.5m m m m mM D M K D . (2.22) 

Next, we introduce the modal input matrix mB  in (2.19),

1 .T
m m oB M B  (2.23) 

Finally, in (2.19) we use the following notations for the modal displacement and rate 
matrices:
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 ,mq oqC C  (2.24) 

 .mv ovC C  (2.25) 

Note that (2.19) (a modal representation of a structure) is a set of uncoupled 
equations. Indeed, due to the diagonality of  and , this set of equations can be 
written, equivalently, as 

(2.26)

2

1

2

, 1, ,

,

mi i i mi i mi mi

i mqi mi mvi mi

n

i
i

q q q b u

y c q c q i n

y y

,

where  is the ith row ofmib mB  and  are the ith columns of  and

, respectively. The coefficient

,mqic mvic mqC

mvC i  is called a modal damping of the ith mode. In

the above equations  is the system output due to the ith mode dynamics, and the 

quadruple
iy

( , , , )i i mi mib c  represents the properties of the ith natural mode. Note
that the structural response y is a sum of modal responses yi, which is a key property
used to derive structural properties in modal coordinates.

This completes the modal model description. In the following we introduce the
transfer function obtained from the modal equations. The generic transfer function is 
obtained from the state-space representation using (2.6). For structures in modal
coordinates it has a specific form.

Transfer Function of a Structure.  The transfer function of a structure is derived 
from (2.19), 

 (2.27) 2 2 1( ) ( )( 2 ) .mq mv n mG C j C I j Z B

However, this can be presented in a more useful form, since the matrices  and 
are diagonal, allowing for representation of each single mode.

Transfer Function of a Mode.  The transfer function of the ith mode is obtained
from (2.26), 

2 2

( )
( ) .

2

mqi mvi mi
mi

i i

c j c b
G

j i

 (2.28) 

The structural and modal transfer functions are related as follows: 
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Property 2.1. Transfer Function in Modal Coordinates. The structural
transfer function is a sum of modal transfer functions 

(a)
1

( ) ( )
n

mi
i

G G  (2.29) 

or, in other words, 

2 2
1

( )
( ) ,

2

n
mqi mvi mi

i ii

c j c b
G

j i

 (2.30) 

and the structural transfer function at the ith resonant frequency is approximately 
equal to the ith modal transfer function at this frequency

(b)
2

( )
( ) ( )

2

mqi i mvi mi
i mi i

i i

jc c b
G G , 1, , .i n  (2.31) 

Proof.  By inspection of (2.27) and (2.28).

Structural Poles.  The poles of a structure are the zeros of the characteristic

equations (2.26). The equation 2 2 i i is s 2 0  is the characteristic equation of 
the ith mode. For small damping the poles are complex conjugate, and in the 
following form:

2
1

2
2

1 ,

1 .

i i i i

i i i i

s j

s j

 (2.32) 

The plot of the poles is shown in Fig. 2.1, which shows how the location of a pole
relates to the natural frequency and modal damping.

Example 2.2. Determine the modal model of a simple structure from Example 2.1.

The natural frequency matrix is

3.1210 0 0

0 2.1598 0

0 0 0.7708

,

and the modal matrix is 
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(a)

0.5910 0.7370 0.3280

0.7370 0.3280 0.5910

0.3280 0.5910 0.7370

.

The modes are shown in Fig. 2.2.

i i

arcsin( )i i

i

Im

0 Re

s2

s1

21i i

21i i

i

Figure 2.1. Pole location of the ith mode of a lightly damped structure: It is a complex pair
with the real part proportional to the ith modal damping; the imaginary part approximately
equal to the ith natural frequency; and the radius is the exact natural frequency.

The modal mass is 3mM I , the modal stiffness is 2
mK , and the modal

damping, from (2.22), is

0.0156 0 0

0 0.0108 0

0 0 0.0039

.

We obtain the modal input and output matrices from (2.23), (2.24), and (2.25):

0.3280

0.5910 ,

0.7370
mB
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0.5910 0.7370 0.3280

0 0 0

0 0 0
mqC ,

and

0 0 0

0.5910 0.7370 0.3280

0.3280 0.5910 0.7370
mvC .

0.591

1m 2m 3m

0.328 0.591 0.737

1m 2m 3m

0.737 0.328 –0.591

1m 2m 3m

2m 3m1m

–0.737 0.328

equilibrium

1 —mode 1

2 —mode 2 

3 —mode 3 

Figure 2.2. Modes of a simple system: For each mode the mass displacements are sinusoidal 
and have the same frequency, and the displacements are shown at their extreme values (see
the equation (a)).

Example 2.3. Determine the first four natural modes and frequencies of the beam
presented in Fig. 1.5.

Using the finite-element model we find the modes, which are shown in Fig. 2.3.
For the first mode the natural frequency is 1 72.6 rad/s, for the second mode the
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natural frequency is 2 198.8 rad/s, for the third mode the natural frequency is 

3 386.0  rad/s, and for the fourth mode the natural frequency is 4 629.7  rad/s. 

–1

–0.5

0

0.5

1

mode 3 mode 1 

mode 2 mode 4 

di
sp

la
ce

m
en

t,
y-

di
r.

0 2 4 6 8 10 12 14

node number

Figure 2.3. Beam modes: For each mode the beam displacements are sinusoidal and have the
same frequency, and the displacements are shown at their extreme values. 

Example 2.4. Determine the first four natural modes and frequencies of the antenna
presented in Fig. 1.6.

We used the finite-element model of the antenna to solve this problem. The
modes are shown in Fig. 2.4. For the first mode the natural frequency is 

1 13.2 rad/s, for the second mode the natural frequency is 2 18.1 rad/s, for the 

third mode the natural frequency is 3 18.8  rad/s, and for the fourth mode the 

natural frequency is 4 24.3  rad/s. 

Example 2.5. The Matlab code for this example is in Appendix B.  For the simple
system from Fig. 1.1 determine the natural frequencies and modes, the system
transfer function, and transfer functions of each mode. Also determine the system
impulse response and the impulse responses of each mode. Assume the system
masses  stiffnesses 1 2 3 1,m m m 1 2 3 3k k k , 4 0k , and the damping

matrix proportional to the stiffness matrix, D = 0.01K or 0.01id ik , i = 1, 2, 3, 4.
There is a single input force at mass 3 and a single output: velocity of mass 1. 

We determine the transfer function from (2.27), using data from Example 2.2. The 
magnitude and phase of the transfer function are plotted in Fig. 2.5. The magnitude
plot shows resonance peaks at natural frequencies 1 0.7708  rad/s, 2 2.1598

rad/s, and 3 3.1210  rad/s. The phase plot shows a 180-degree phase change at 
each resonant frequency.
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(b)

(c) (d)

(a)

Figure 2.4. Antenna modes: (a) First mode (of natural frequency 2.10 Hz); (b) second mode
(of natural frequency 2.87 Hz); (c) third mode (of natural frequency 2.99 Hz); and (d) fourth
mode (of natural frequency 3.87 Hz). For each mode the nodal displacements are sinusoidal,
have the same frequency, and the displacements are shown at their extreme values. Gray
color denotes undeformed state.

We determine the transfer functions of modes 1, 2, and 3 from (2.28), and their
magnitudes and phases are shown in Fig. 2.6. According to Property 2.1, the transfer 
function of the entire structure is a sum of the modal transfer functions, and this is 
shown in Fig. 2.6, where the transfer function of the structure was constructed as a
sum of transfer functions of individual modes.

The impulse response of the structure is shown in Fig. 2.7; it was obtained from
(2.19). It consists of three harmonics (or responses of three modes) of natural 
frequencies 1 0.7708  rad/s, 2 2.1598  rad/s, and 3 3.1210  rad/s. The 
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harmonics are shown on the impulse response plot, but are more explicit at the
impulse response spectrum plot, Fig. 2.7, as the spectrum peaks at these frequencies. 

Impulse response is the time-domain associate of the transfer function (through
the Parseval theorem); therefore, Property 2.1 can be written in time domain as

1

( ) ( )
n

i
i

h t h t

where h(t) is the impulse response of a structure and  is the impulse response of 
the ith mode. Thus, the structural impulse response is a sum of modal responses.
This is illustrated in Fig. 2.8, where impulse responses of modes 1, 2, and 3 are 
plotted. Clearly the total response as in Fig. 2.7 is a sum of the individual responses.
Note that each response is a sinusoid of frequency equal to the natural frequency,
and of exponentially decayed amplitude, proportional to the modal damping

( )ih t

i .
Note also that the higher-frequency responses decay faster.
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Figure 2.5. Transfer function of a simple system: (a) Magnitude shows three resonance
peaks; and (b) phase shows three shifts of 180 degrees; 1 2, ,  and 3  denote the natural

frequencies.
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Figure 2.6. The transfer functions of single modes and of the structure: (a) Magnitudes; and 
(b) phases. The plots illustrate that the structure transfer function is a sum of modal transfer
functions.
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Figure 2.7. Impulse response of the simple system: (a) Time history; and (b) its spectrum.
Both show that the response is composed of three harmonics.
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Figure 2.8. Impulse responses of (a) first mode; (b) second mode; and (c) third mode. All
show single frequency time histories.

2.3   State-Space Structural Models 

For the purposes of structural dynamic simulations, control system analysis, and
design, it is convenient to represent the flexible structure equations in a state-space 
form, as in (2.1). Recall that a set of the three state-space parameters is
called the state-space representation, and x is the state vector, u is the input, and y is 
the output. Again, the representation depends on the choice of the state vector, while
the input and output remain invariant. It makes a difference what state representation 
is chosen for system analysis or for controller design. It is shown in this book that
modal representation is specifically useful for the purpose of dynamics and control 
of flexible structures.

( , , )A B C

2.3.1  Nodal Models 

In order to obtain a state representation from the nodal model as in (2.7) we rewrite 
the latter equation as follows (assuming that the mass matrix is nonsingular):
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 (2.33) 
1 1 1 ,

.
o

q v

q M Dq M Kq M B u

y C q C q

A state is a vector that contains the minimal number of physical variables that enable 
us to calculate uniquely the output using the applied input. For a structure, nodal
displacements and velocities allow for such determination of the outputs. Therefore,
we define the state vector x as a combination of the structural displacements, q, and 
velocities,  i.e., ,q

1

2
.

x q
x

x q
 (2.34) 

In this case, (2.33) can be rewritten as follows:

1 2

1 1 1
2 1 2

1 2

,

,

+ .

o

oq ov

x x

x M Kx M Dx M B u

y C x C x

Combining the above equations into one, we obtain the state equations as in (2.1),
with the following state-space representation:

11 1

00
, , oq ov

o

I
A B C

M BM K M D
,C C          (2.35)

where A is N  N, B is N  s, and C is r N. The dimension of the state model N is 
twice the number of degrees of freedom of the system  i.e., ,dn 2 .dN n

Example 2.6. Determine the nodal state-space model for the simple structure from
Example 2.1. 

From (2.35) we obtain 

0 0 0 1 0 0

0 0 0 0 1 0

0 0 0 0 0 1

6 3 0 0.06 0.03 0

3 6 3 0.03 0.06 0.03

0 3 3 0 0.03 0.03

A ,

0

0

0

0

0

1

B ,
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1 0 0 0 0 0

0 0 0 1 0 0

0 0 0 0 0 1

C .

2.3.2  Models in Modal Coordinates 

Frequently the order of the nodal representation is unacceptably high. For example, 
it is not uncommon that the number of degrees of freedom of the finite-element
model exceeds 1000. Therefore, the nodal state representation is rarely used in 
structural dynamics. An alternative approach is to obtain the state-space 
representation using the modal coordinates and the second-order modal form (2.19),
where the number of equations is significantly lower, while the accuracy of the
analysis has not suffered. In this subsection we introduce three different state-space
models using modal coordinates .mq

We obtain the first model by defining the following state variables as 1 mx q

and 2 ,mx q  that is, 

1

2

m

m

qx
x

qx
. (2.36) 

In this case (2.19) is presented as a set of the following first-order equations: 

1 2

2 1 2

1
1 2

,

2

.

m

mq mv

x x

,x x x B

y C x C x

u  (2.37) 

These equations are presented in the state-space form as in (2.1), with the state triple 
as follows:

100
, ,

2 mq mv
m

A B C C
B

.C  (2.38) 

The second state-space model in modal coordinates we obtain by transforming the 
state-space representation (2.38) using (2.4) and the following transformation:

0
.

I
R

I
 (2.39) 

Applying the above transformation to the state vector (2.36) we obtain a new state 
variable
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 .m

m m

q
x

q q
 (2.40) 

The corresponding state representation is 

1
2

0
, , mq mv mv

m
A B C C C

B
.C (2.41)

 For small (i.e., such that 2 0 ) it simplifies to

10
, , mq mv mv

m
A B C C C

B
.C  (2.42) 

Comparing (2.38) and (2.42) we see that, although the state matrices A and the 
output matrices C are different, they actually are very close to each other. Indeed,
the transformation matrix from (2.36) to (2.40) is

0
,

I
R

Z I
 (2.43) 

and it differs from the identity matrix by a small off-diagonal element .

In the third model the state vector consists of modal displacements and velocities, 

1 ,mx q  and 2 .mx q  This is the most straightforward approach and it has direct 
physical interpretation, therefore it is the most popular model; however, its 
properties are not so useful as the first and second models, as will be seen later.

The state vector of the third model is as follows:

1

2
;m

m

qx
x

qx
 (2.44) 

therefore, (2.19) is presented now as a set of first-order equations 

1 2

2
2 1 2

1 2

,

2 ,

,

m

mq mv

x x

x x x B

y C x C x

u

which is equivalent to the state-space form  (2.1), with the state triple as follows:
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2

0 0
, ,

2
mq mv

m

I
A B C C

B
.C  (2.45) 

The transformation from the third to the first model is given by 

0

0
R

I
. (2.46) 

The dimension of the modal models is the most obvious advantage over the nodal
state-space models. The dimension of the modal state-space representation is 2n,
while the nodal state-space representation, as in (2.35), is , and typically we

have  i.e., the order of the model in modal coordinates is much lower than
the model in nodal coordinates.

2 dn

,dn n

Another advantage of the models in modal coordinates is their definition of 
damping properties. While the mass and stiffness matrices are, as a rule, derived in
the nodal coordinates (e.g., from a finite-element model), the damping matrix is
commonly not known, but is conveniently evaluated in the modal coordinates.
Usually, the damping estimation is more accurate in modal coordinates.

In Appendix A the Matlab functions modal1m.m and modal1n.m determine the 
model 1 in modal coordinates using the modal data or nodal data; and functions
modal2m.m and modal2n.m determine the model 2 in modal coordinates using the
modal data or nodal data. 

Example 2.7. Obtain the third state-space model in modal coordinates for the
simple structure from Example 2.2.

From (2.45) we have 

0 0 0 1 0 0

0 0 0 0 1 0

0 0 0 0 0 1

9.7409 0 0 0.0974 0 0

0 4.6649 0 0 0.0466 0

0 0 0.5942 0 0 0.00

A

59

,
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0

0

0
,

0.328

0.591

0.737

0.591 0.737 0.328 0 0 0

0 0 0 0.591 0.737 0.328 .

0 0 0 0.328 0.591 0.737

B

C

Example 2.8.  For a simple system from Example 2.7 find the second state-space 
model in modal coordinates, as in (2.42).

Applying the transformation (2.39) to the representation from Example 2.7 we
obtain

0.0487 0 0 3.1210 0 0

0 0.0233 0 0 2.1598 0

0 0 0.0030 0 0 0.7708

3.1203 0 0 0.0487 0 0

0 2.1596 0 0 0.0233 0

0 0 0.7708 0 0 0.0030

A ,

0

0

0

0.3280

0.5910

0.7370

B ,

and

0.1894 0.3412 0.4255 0 0 0

0.0092 0.0080 0.0013 0.5910 0.7370 0.3280

0.0051 0.0064 0.0028 0.3280 0.5910 0.7370

C .
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2.3.3  Modal Models 

Although the above representations were derived using modal displacements, ,
they are not considered modal state representations. The modal state-space
representation is a triple  characterized by the block-diagonal state 

matrix, ,

mq

( , , )m m mA B C

mA

0 0 0 0

0 0 0 0

0 0 0 0

0 0 0 0
diag( ) , 1,2, , ,

0 0 0 0

0 0 0 0

m miA A i n  (2.47) 

where  are 2 2 blocks (their nonzero elements are marked with ), and the 
modal input and output matrices are divided, correspondingly,

miA

 (2.48) 

1

2
1 2, ,

m

m
m m m m

mn

B

B
B C C C

B

mnC

where miB  and  are 2 s and r 2 blocks, respectively.miC

The state x of the modal representation consists of n independent components,

ix , that represent a state of each mode

1

2 ,

n

x

x
x

x

 (2.49) 

and each component consists of two states 

1

2
.i

i
i

x
x

x
 (2.50) 
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The ith component, or mode, has the state-space representation (
independently obtained from the state equations 

, , )mi mi miA B C

1

,

,

.

i mi i mi

i mi i

n

i
i

x A x B u

y C x

y y

 (2.51) 

This decomposition is justified by the block-diagonal form of the matrix  and is 
illustrated in Fig. 2.9 for n = 2. In generic coordinates each state depends on itself
(through the gain  shown in Fig. 2.9 with a solid line) and on other states 

(through the gains  shown in Fig. 2.9 with a dashed line). In modal coordinates 

the cross-coupling gains are zero, thus each state is independent and depends 

only on itself.

,mA

miA

mijA

mijA

y

2y

1y

u

2x

1x

2x

1x

Am21

Am12

CmBm

CmBm

+

+

+

+

+
+

+

+

Am1

Am2

Figure 2.9. Block diagram of the state-space representation of a structure with two modes:
The modal cross coupling (marked with a dashed line) is nonexistent.

We consider three modal representations in this book. The blocks  ,,miA miB  and 

 of these models are as follows: miC
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 Modal model 1: 

0 0
, ,

2
mqii

mi mi mi mvi
i i i mi i

c
A B C

b
;c  (2.52) 

 Modal model 2: 

0
, , mqii i i

mi mi mi mvi i mvi
i i i mi i

c
A B C c

b
;c     (2.53) 

 Modal model 3: 

2

0 1 0
, ,

2
mi mi mi mqi mvi

mii i i

A B C c
b

.c  (2.54) 

The ith state component for the first modal model is as follows: 

 ,i mi
i

mi

q
x

q
 (2.55) 

for the second modal model it is 

 ,i mi
i

i i mi mi

q
x

q q
 (2.56) 

and for the third modal model it is 

 ,mi
i

mi

q
x

q
 (2.57) 

where and  are the ith modal displacement and velocity, as defined in
(2.18). Note that each component consists of modal displacement and velocity
which, by (2.18), gives the original (nodal) displacement q and velocity  Note also

that eigenvalues of  are the complex conjugate poles given by (2.32).

miq miq

.q

miA

We obtain the modal models 1, 2, and 3 from the corresponding state-space 
representations in modal coordinates as in (2.38), (2.42), and (2.45), by simply
rearranging the columns of A and C and the rows of A and B. Consider, for example,

the third representation, with the state vector ,T T T
m mx q q  consisting of modal
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displacements followed by modal rates. We transform it to the new state defined as 
follows:

1

1
1

2
2

2 ,

m

m

m

m

n
mn

mn

q

q
x

q
x

qx

x
q

q

 (2.58) 

where the modal displacement for each mode stays next to its rate. The variable ix
in the above equation is defined by (2.57).  Formally, this state-space representation
is derived using the transformation matrix R in the form

1

1
1

2
2

2

0

0

0
0

0 , where
0

0

0

i
i

i

n
n

n

e

e
E

e
E e

eR
e

E
e

e

,E  (2.59) 

while  is an n  row vector with all elements equal to zero except the ith which is 
equal to one, and 0 denotes an n row vector of zeros (actually, we simply rearrange 
the coordinates).

ie

We obtain the modal models 1 and 2 in a similar manner by rearranging the states
in the state vectors (2.36) and (2.40). The new state vectors for these representations
are as follows:

1 1 1 1

1 1 1 1
1 1

2 2 2 2
2 2

2 2 2 2, .

m m

m m

m m

m m

n n
n mn n mn

mn n n mn mn

q q

q q 1

2

m

m

q
x x

q q
x x

q qx x q

x x
q q

q q q

 (2.60) 
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In the above equation ix  for modal models 1 and 2 are defined by (2.55).

We obtain the state representations from the representations as in (2.38) and 
(2.42), respectively, by rearranging the columns of A and C and the rows of A and B.

Note that the modal models (2.52), (2.53), and (2.54) are not unique in the sense 
that for the same matrix , one can obtain different matricesiA iB  and , as

explained in Appendix A.1. In particular, the first component of the input matrix
iC

iB
might not necessarily be zero, unless one finds a unique transformation that
preserves the zero entry. For details see Appendix A.1.

In Appendix A the Matlab functions modal1m.m and modal1n.m determine the
modal model 1 using the modal or nodal data; and functions modal2m.m and
modal2n.m determine the modal model 2 using the modal or nodal data. Also, the 
functions modal1.m and modal2.m determine modal model 1 or 2 using an arbitrary 
state-space representation.

Example 2.9. Obtain modal model 2 from the model in Example 2.8.

Using transformation (2.59) we find 

0.0487 3.1210 0 0 0 0

3.1203 0.0487 0 0 0 0

0 0 0.0233 2.1598 0 0
,

0 0 2.1596 0.0233 0 0

0 0 0 0 0.0030 0.7708

0 0 0 0 0.7708 0.0030

mA

1

2

3

0

0.3280

0

0.5910

0

0.7370

m

m m

m

b

B b

b

,

and

1 2 3

0.1894 0 0.3412 0 0.4255 0

0.0092 0.5910 0.0080 0.7370 0.0013 0.3280 .

0.0051 0.3280 0.0064 0.5910 0.0028 0.7370
m m m mC c c c
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The transfer function of a structure is defined in (2.5). In modal coordinates it is, of 
course,

 (2.61) 1( ) ( ) .m mG s C sI A Bm

As was said before, the transfer function is invariant under the coordinate
transformation; however, its internal structure is different from the generic transfer 
function (2.6). In modal coordinates the matrix msI A  is block-diagonal, and it can 
be decomposed into a sum of transfer functions for each mode, therefore,

Property 2.2. Transfer Function in Modal Coordinates.  The structural
transfer function is a composition of modal transfer functions:

2 2
1 1

( )
( ) ( ) ,

2

n n
mqi mvi mi

mi
i ii i

c j c b
G G

j i

 (2.62) 

where

1
2 2

( )
( ) ( ) , 1, , ,

2

mqi mvi mi
mi mi mi mi

i i i

c j c b
G C j I A B i

j
n  (2.63) 

is the transfer function of the ith mode. The value of the transfer function at the ith 
resonant frequency is approximately equal to the value of the ith mode transfer 
function at this frequency:

2

( )
( ) ( ) .

2

mqi i mvi mi
i mi i

i i

jc c b
G G  (2.64) 

Proof. Introducing A, B, and C as in (2.45) to the definition of the transfer function
we obtain 

1 1

1 1

( ) ( ) ( ) ( ),
n n

m m m mi mi mi mi
i i

G C j I A B C j I A B G

which proves the first part. The second part follows from the first part by noting that, 
for flexible structures with distinct natural frequencies and low damping,

22
( ) ( )mj i mi iG G  for .i j
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how to describe less-common structures

Do not quench your inspiration and your imagination;
do not become the slave of your model.

—Vincent van Gogh

Models described in the previous chapter include typical structural models, which
are continuous-time, stable, and with proportional damping. In this chapter we 
consider models that are not typical in the above sense but, nevertheless, often used
in engineering practice. Thus, we will consider models with rigid-body modes
(which are unstable), models with nonproportional damping, discrete-time structural
models, models with acceleration measurements, and generalized structural models.
The latter include two kinds of inputs: controlled (or test) inputs and disturbance
inputs, and also two kinds of outputs: measured outputs and outputs where the 
system performance is evaluated.

3.1   Models with Rigid-Body Modes 

Many structures are “free” or unrestrained—they are not attached to a base. An 
example is the Deep Space Network antenna structure shown in Fig. 1.5: if 
uncontrolled, it can rotate freely with respect to the azimuth (vertical) axis and its
dish can freely rotate with respect to the elevation (horizontal) axis. Modal analysis
for such structures shows that they have zero natural frequency, and that the 
corresponding natural mode shows structural displacements without flexible
deformations. A mode without flexible deformations is called a rigid-body mode. 
Corresponding zero frequency implies that the zero frequency harmonic excitation
(which is a constant force or torque) causes rigid-body movement of the structure.
Structural analysts sometimes ignore this mode, as there is no deformation involved.
However, it is of crucial importance for a control engineer, since this mode is the 
one that allows a controller to move a structure and track a command.
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We obtain the rigid-body modes by solving the same eigenvalue problem as 
presented for the standard models. Since the natural frequency is zero, the modal
equation (2.10) becomes 

det( ) 0,K  (3.1) 

i.e., the stiffness matrix becomes singular. The corresponding rigid-body mode rb

is the one that satisfies the equation

0.rbK  (3.2) 

We obtain the modal equations for the rigid-body modes from (2.26) by
assuming 0,i  i.e., 

1

,

,

.

mi mi

i mqi mi mvi mi

n

i
i

q b u

y c q c q

y y

 (3.3) 

The state-space modal model for a rigid-body mode exists only in form 3, namely,

00 1
, ,

0 0mi mi mi mqi mvi
mi

A B C c
b

,c  (3.4) 

and we obtain it from (2.54) by assuming 0i . Finally, we obtain the transfer 

function of a rigid-body mode from (2.62) for 0,i

2

( )
( ) .mqi mvi mi

mi

c j c b
G  (3.5) 

For an experienced engineer rigid-body frequency and mode are not difficult to
determine: rigid-body frequency is known in advance, since it is always zero, and 
rigid-body mode can be predicted as a structural movement without deformation.
The importance of distinguishing it from “regular” modes is the fact that they make
a system unstable, thus a system that requires special attention.

Example 3.1.  Find natural frequencies and modes of a simple system from Example
2.1 assuming that . The latter assumption causes the structure to float (there 

are no springs  and  that attach the structure to the base).
1 0k

1k 4k

For this system, the nodal model consists of the mass matrix ,M

1 2 3 3diag( , , ) ,M m m m I  and the stiffness matrix:
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2 2

2 2 3 3

3 3

0

0

k k

K k k k k

k k

3 3 0

3 6 3

0 3 3

.

By solving the eigenvalue problem we find that the natural frequency matrix is

0.0000 0 0

0 1.7321 0

0 0 3.0000

,

and the modal matrix is 

(a)

0.5774 0.7071 0.4083

0.5774 0.0000 0.8165 .

0.5774 0.7071 0.4083

The modes are shown in Fig. 3.1. Note that the first mode does not have flexible
deformations (springs are neither expanded nor compressed). This is the rigid-body
mode. Note also that the corresponding natural frequency is zero. 

0.707

0.577

1m 2m 3m

1m 2m 3m

1m 2m 3m

1m 2m 3m

0.408

–0.707

0.577 0.577

–0.816 0.408

equilibrium

1 —mode 1 

2 —mode 2

3 —mode 3 

Figure 3.1. Modes of a simple system (see (a)): The first mode is the rigid-body mode
(without spring deformation).
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Example 3.2.  Determine the rigid-body modes of the Deep Space Network antenna.

The antenna has actually two rigid-body modes: rigid-body rotation with respect 
to the azimuth (vertical) axis, and rigid-body rotation with respect to the elevation
(horizontal) axis. Figure 3.2 shows the azimuth rigid-body mode. Figure 3.2(a)
presents the initial position from the side view, Fig. 3.2(b) presents the modal
displacement (rigid-body rotation with respect to the azimuth axis) from the side 
view, Fig. 3.2(c) presents the initial position from the top view, and Fig. 3.2(d) 
presents the modal displacement from the top view. Note that there are no structural
deformations, only displacements.

(a) (b)

(c) (d)

Figure 3.2. Antenna in neutral position (a) and (c); and rigid-body mode of the antenna (b)
and (d); where no flexible deformations are observed.
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3.2   Models with Accelerometers

Accelerometers are frequently used as structural sensors due to their simplicity, and
because they do not require a reference frame. However, they amplify high-
frequency parasitic noise. In this section we will discuss the modeling of structures
instrumented with accelerometers. The acceleration output was not an option in the
standard structural model, in the second order, or in the state-space model, cf. (2.7)
and (2.35). In both models the output is composed of structural displacements and/or
velocities.

3.2.1  State-Space Representation 

Since accelerations are not state variables of the system, they cannot be expressed
solely as a linear combination of the states, that is, the output cannot just be 
as in (2.1). 

,y Cx

Consider the state-space model with the output being a linear combination of 
nodal accelerations, i.e., 

 .ay C q  (3.6) 

This output is not a part of the state vector x. Note, however, that it is a part of the 
state derivative, since 

.
q

x
q

 (3.7) 

Combining (3.6) and (3.7) we find that the acceleration output is expressed through 
the state derivative

0 ay C .x  (3.8) 

Introducing x  from (2.1) we obtain

0 0a ay C Ax C Bu

o

or, using A from (2.35), we arrive at 

1 1 1 ,a a ay C M K C M D x C M B u

which is, in short notation, 

 ,y Cx Du  (3.9) 
where
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(3.10)1 1 1
a a aC C M K C M D C M K M D1

o

and

 (3.11) 1 .aD C M B

Equations (3.10), (3.11) are the output equations for the state-space model of a
structure with acceleration output. 

In this way, we obtained an extended state-space model with four (A,B,C,D)
rather than three (A,B,C) parameters. Its corresponding state equations are as 
follows:

,

.

x Ax Bu

y Cx Du
 (3.12) 

The matrix D is called a feed-through matrix, since it represents this part of the 
output that is proportional to the input. Note that D denotes the feed-through matrix
and the damping matrix. They should not be confused.

Note from (3.11) that matrix D in the acceleration measurements is zero if the
accelerometer location matrix aC  and the excitation force matrix oB  are orthogonal
with respect to matrix 1M . In particular, for a diagonal matrix M, the matrix D is 
zero if accelerometers and excitation forces are not collocated. 

We can obtain a similar model in modal coordinates, where the acceleration
output is a linear combination of modal accelerations, namely,

 ,ma my C q  (3.13) 

where  Introducing the state derivative from (2.1) we obtain.ma aC C

0 0 0ma ma may C x C Ax C B .u

u

,

Next, using the state-space representation from (2.45) we rewrite the above equation
as follows: 

2 2 .ma ma ma my C C x C B

Thus, in short, we again obtain y=Cx+Du, where 

(3.14)

2 22 2

.

ma ma ma

ma m

C C C C

D C B
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Example 3.3. The Matlab code for this example is in Appendix B. Determine the
transfer function and the impulse response of the same system as in Example 2.5.
The output is an acceleration of mass 1 rather than the velocity of the same mass.

The state-space representation of the structure has the same A and B matrices as 
the system in Example 2.5. We determine the C and D matrices from (3.10) and

(3.11). For this case  and 1 0 0aC 0 0 1T
oB . The mass matrix is an unit

matrix, 3M I , and the stiffness matrix is

6 3 0

3 6 3

0 3 3

K .

–1

0

1

im
pu

ls
e 

re
sp

on
se

20 40 60 80 100
time, s

120 140 160 180 2000

Figure 3.3. Impulse response of a simple structure.

For these data we obtained = 0, since  and 1
aD C M Bo aC oB  are orthogonal, and 

1 1[ ]D [ 6  3  0 0  0  0]a aC C M K C M . It is interesting to note from the

obtained output matrix C that the acceleration of the first mass  is a linear 

combination of displacements of the first mass  and the second mass (  that 

is, .  The impulse response for the structure is shown in Fig. 3.3, and
the magnitude and phase of the transfer function in Fig. 3.4. Comparing the velocity
response from Example 2.5 (Figs. 2.5 and 2.7) and the acceleration response (Figs.
3.3 and 3.4), note that the higher modes are more visible in the acceleration impulse
response, even for  s, and that the resonance peaks in the acceleration transfer
function are higher for higher modes; the phase of the transfer function for the
acceleration sensor is 90 degrees higher than for the velocity sensor. 

1( )q

1( )q 2 ),q

2q q q1 16 3

100t
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10–1 10
frequency, rad/s
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Figure 3.4. Transfer function of a simple structure: (a) Amplitude; and (b) phase.

3.2.2  Second-Order Representation

For a structure with accelerometers we obtain the second-order equations similar to 
(2.7). Note that from this equation we obtain the acceleration as 

 (3.15) 1 1 1 .oq M Dq M Kq M B u

Let the accelerometer locations be defined by the output matrix , that is, aC

 ;ay C q  (3.16) 

thus, introducing (3.15) to the above equation yields

1 1
a a ay C M Dq C M Kq C M B u1

o

or

 ,v q ay C q C q D u  (3.17) 
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where

1

1

1

,

,

.

v a

q a

a a o

C C M D

C C M K

D C M B

  (3.18) 

Similar equations can be obtained in modal coordinates. Namely, using (2.19),
we arrive at the following acceleration output equation: 

 (3.19) ,

,

m m mv m mq m may C q C q C q D u

where

 (3.20) 2 , 2mq ma mv maC C C C

and the feed-through term does not depend on the coordinate system

 (3.21) 1 ,ma ma m a o aD C B C M B D

while

 .ma aC C  (3.22) 

For a single mode we use (2.26), and in this case the acceleration output is as 
follows:

1

,

,

i mvi mi mqi mi

n

i a
i

y c q c q

y y D u
 (3.23) 

and ,  are the ith column of , , respectively. mqic mvic mqC mvC

3.2.3 Transfer Function 

A structure with the accelerometers can be considered as a structure with rate
sensors cascaded with differentiating devices (the derivative of a rate gives
acceleration). For simplicity of notation we consider a structure with a single

accelerometer. Denote  and  as the state-space
triple and as the transfer function, respectively, of the structure with a rate sensor.
The transfer function  of the structure with an accelerometer is therefore

( , , )r r rA B C 1( )r r rG C sI A Br

aG
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.aG = j Gr  (3.24) 

3.3   Models with Actuators 

A flexible structure in testing, or in a closed-loop configuration, is equipped with
actuators. Does their presence impact the dynamics of a flexible structure? We
answer this question for proof-mass actuators, and inertial actuators attached to a 
structure.

3.3.1  Model with Proof-Mass Actuators 

Proof-mass actuators are widely used in structural dynamics testing. In many cases,
however, the actuator dynamics are not included in the model. The proof-mass
actuator consists of mass m and a spring with stiffness k, and they are attached to a 
structure at node na. This is a reaction-type force actuator, see [144], [57]. It
generates a force by reacting against the mass m, thus force fo acts on the structure,
and –f acts on the mass m (Fig. 3.5 at position na). Typically, the stiffness of the 
proof-mass actuator is much smaller than the dynamic stiffness of the structure
(often it is zero). 

(a) (b) (c)

k
f

nb

m

f

nc
k

fo

m

f

na

Figure 3.5. A structure with different actuators: (a) With proof-mass actuator; (b) with
inertial actuator; and (c) with ideal actuator.

Let ,sM ,sD  and sK  be the mass, damping, and stiffness matrices of the

structure, respectively, and let sB  be the matrix of the actuator location, 
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0 0 ... 0 1 0 ... 0 ,
T

sB

with a nonzero term at the actuator location na. Denote ( ) sG =
2

s s sM + j D + K  and 1j = , then the dynamic stiffness of a structure at the 
actuator location is defined as 

1

1
.s T

s s s

k
B G B

 (3.25) 

The dynamic stiffness is the inverse of the frequency response function at the 
actuator location. At zero frequency it is reduced to the stiffness constant at the 
actuator location.

The structural dynamics of an “ideal” actuator are excited by the force f, as in
Fig. 3.5, at node nc. In contrast, the force generated by the proof-mass actuator
consists of an additional force af , which is a reaction force from the actuator mount,

see Fig. 3.6. Thus, the total force of  acting on the structure is 

 .o af f f  (3.26) 

From Fig. 3.6 we find

( )

( ),

s

a s

mq k q q f

f k q q

,

qs

fo na

–f

m

k

q

Figure 3.6. Displacements and forces at the proof-mass actuator mounting.
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and the structural displacement sq at node na is obtained from the dynamic stiffness 
of the structure 

.s s ak q f f

Combining the last three equations together, after a little algebra, we arrive at the 
following relationship:

2

2
,

1
af f  (3.27) 

where

, ,o
o .

s

k

m k

k
 (3.28) 

Introducing (3.27) and (3.28) into (3.26) we obtain the following relationship 
between the proof-mass actuator force ( )of  and the ideal actuator force ( f ),

2

1
,

1
o c cf f .  (3.29) 

It follows from the above equations that the actuator force, of , approximately

reproduces the ideal force f if 1c . This is obtained if 

1 and 1  (3.30) 

The above conditions are satisfied when the actuator stiffness is small (compared
with the structural stiffness), and the actuator mass is large enough, such that the 
actuator natural frequency is smaller than the structural principal frequency. Hence,
we replace the above conditions with the following ones:

and .s o k k  (3.31) 

If these conditions are satisfied, we obtain of f  and, consequently the transfer 
function of the system with the proof-mass actuator is approximately equal to the
transfer function of the system without the proof-mass actuator.

In addition to conditions (3.31), consider the following ones: 

 (3.32) 1    and min ,o
i

k ksi
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where 1  is the fundamental (lowest) frequency of the structure. These conditions 
say that the actuator natural frequency should be significantly lower than the
fundamental frequency of the structure, and that the actuator stiffness should be 
much smaller than the dynamic stiffness of the structure at any frequency of interest.
If the aforementioned conditions are satisfied, we obtain 1ci  for  thus,
the forces of the structure with the proof-mass actuator are equal to the forces of the 
structure without the proof-mass actuator. Note also that for many cases, whenever 
the first condition of (3.31) is satisfied, the second condition (3.32) is satisfied too. 

1, , ;i n

Example 3.4.  Compare the transfer functions of the 3D truss, Fig. 1.3, with and 
without proof-mass actuator. The force input is at node 21, acting in the y-direction,
and the rate output is measured at node 14 in the y-direction.

The magnitude of its transfer function for this force is shown in Fig. 3.7 as a solid
line. The proof-mass actuator was attached to node 21 to generate the input force.
The mass of the proof-mass actuator is m = 0.1 Ns2/cm, and its stiffness is k = 1
N/cm. Its natural frequency is 3.1623 rad s,o  much lower than the truss 

fundamental frequency, 1 32.8213 rad s . The plot of the magnitude of the
transfer function for the truss with the proof-mass actuator is shown in Fig. 3.7 as a 
dashed line. The figure shows perfect overlapping of the transfer functions for 

of f , where 2 0.5033 Hz.o of

3.3.2  Model with Inertial Actuators 

In the inertial actuator, force is proportional to the square of the excitation
frequency. It consists of mass m and a spring with stiffness k, and they are attached
to a structure at node, say, na. The force acts on mass m exclusively (Fig. 3.5 at 
position nb). It is assumed that the stiffness of the actuator is much smaller than the
dynamic stiffness of the structure. 

This configuration is shown in Fig. 3.5, position nb. The force acting on mass m
is proportional to the squared frequency 

2 ,f  (3.33) 

where  is a constant. The relationship between transfer functions of a structure,
without ( )sG  and with  an inertial actuator, is as follows: ( )cG

2
, ,

1
o

c c s cG G (3.34)

which are derived from the actuator equations 
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Figure 3.7.  3D truss without and with the proof-mass actuator: Magnitudes of the transfer
function without (solid line) and with (dashed line) the proof-mass actuator; they are 
identical except for the resonant peak of the proof-mass actuator itself. 

2( )

( )

s

o a s

mq k q q

f f k q q

,

.

For these equations we obtain 

2

2
,

1
o c cf f .  (3.35) 

The above result shows that the structural transfer function with the inertial actuator 
is proportional to the structural transfer function without the actuator, and the 
proportionality coefficient depends on frequency.

In applications, measurement noise is unavoidable, thus care should be taken in 
the selection of the scaling factor. For instance, if the scaling factor is too small,
modes with small norms cannot be detected, and the reduction procedure could be
biased.

3.4   Models with Small Nonproportional Damping 

The damping properties of structures are often assumed in the modal form, i.e., they
are introduced as damping coefficients i  in the modal equations (2.19) or (2.26).
This is done not only for the sake of analytical simplicity, but also because it is the 
most convenient way to measure or estimate it. This is the way, for example, to
estimate the material damping in the finite-element analysis of large flexible
structures, where the modal analysis is executed, the low-frequency modes retained,
and modal damping for these modes assumed. The resulting damping is a
proportional one. In another approach, a damping matrix proportional either to the 
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mass or to the stiffness matrix, or to both, is introduced. This technique produces
proportional damping as well.

However, in many practical problems structural damping is not proportional. In 
this book we analyze structural dynamics and design controllers for the proportional
damping only. The question arises: Are the analysis and the design procedures valid 
for the case of nonproportional damping? In this section we show that small
nonproportional damping can be replaced with proportional damping without 
causing a significant error.

Several authors analyzed the replacement of nonproportional damping with 
proportional damping; including Cronin [23], Chung and Lee [16], Bellos and Inman
[8], Yae and Inman [141], Nicholson [112], and Felszeghy [35]. The simplest and 
most common approach to the problem is to replace the full modal damping matrix
with a diagonal one by neglecting the off-diagonal terms of the nonproportional
damping matrix. Several researchers studied the error bounds generated by this
simplified approach; see, for example, Shahruz and Ma [123], Uwadia and 
Esfandiari [130], Hwang and Ma [76], Bhaskar [11], and Gawronski and Sawicki
[63].

In order to analyze the impact of nonproportional damping on system dynamics
we consider (2.19)—the second-order modal equation of a structure.  We replace the
proportional damping matrix 2 with the full matrix D. This matrix can be 
decomposed into the diagonal (2 ) and off-diagonal (  components

 so that the equation of motion is as follows: 

)oD

2 oD ,D

.u

i

,q

 (3.36) 22 oq q D q q B

Now, q is the displacement of the nonproportionally damped structure, and  is the
displacement of the proportionally damped structure—a solution of (2.19).

mq

Denote by  the ith modal error between nonproportionally and proportionally

damped structures, i.e.,  Subtracting (2.19) from (3.36) we obtain, for 
the ith mode,

ie

.i i me q q

 (3.37) 22i i i i i i oie e e d

where  is the ith row of  A question arises as to when the error is small 

(compared to the system displacement q) so that the nonproportional part,  can
be ignored.

oid .oD

,oD

We show the following property:

Property 3.1. Error of a Mode with Nonproportional Damping. For 
nonclustered natural frequencies the error  of the ith mode is limited as follows:ie
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22
,   for 1, , .ie q i n  (3.38) 

Proof.  We rewrite (3.37) written in the frequency domain as 

( ) ( ) ( ),i i oi oe g d q  (3.39) 

where

2 2
( ) ,

2
i

i i

j
g

j i

and  is equal to a displacement vector q except the ith component, which is equal
to zero. From (3.39) it follows that 

oq

2 2 2 *
2 22 0

2 2 *
22 0

2 2 *
max 22 0

2 2 2
2 2

1 1
( ) tr( ( ) ( ) )

4 4

1
( ) tr( ( ) ( ))

4

1
tr( ( ) ( ))

4

( ) .

T
i i i oi o o

oi i o o

oi i o o

oi i i o

e e d g d q q d

d g q q d

d g q q d

d g q

oi d

However,

1
( )

2i i
i i

g      and
22

;oq q

therefore,

2
2 2 22

2 22 22 4

oi
i

i i

d
e q q

since 2 .oik i id

The above property implies that for separate natural frequencies the off-diagonal
elements of the damping matrix can be neglected regardless of their values. 

The following example illustrates the insignificance of the nonproportional
damping terms:
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Example 3.5.   Examine the impact of nonproportional damping on the dynamics of
a flexible truss as in Fig. 1.2. The truss damping matrix is proportional to the 
stiffness matrix, however we added damping at node 5, see Fig. 3.8.

109

51

6 7

2

8

43

 q  f 

Figure 3.8. The 2D truss with added damper to create nonproportional damping.
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Figure 3.9. The impulse responses: (a) Of the nonproportionally damped system; and (b) of
the response error of the system with the equivalent proportional damping. The error is small
when compared with the response itself.
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This addition makes the damping nonproportional. The structural damping is
about 1.5% of the critical damping, and the concentrated viscous damping in a 
vertical direction at node 5 is ten times larger than the structural damping at this
location.

We apply the impulse force at node 10, measure the response at node 9 in a 
vertical direction, and compare the exact solution (i.e., with full damping matrix) 
and the approximate solution obtained by neglecting off-diagonal terms in the 
damping matrix. The exact response (y) is shown in Fig. 3.9(a), while the difference, 
e = y – yd, between the exact response and the response of the system with the
proportional damping (yd) is shown in Fig. 3.9(b). This difference is small, since the 
approximate solution has the error 

22
0.019.dy y y  However, the difference

between the full and diagonal matrices is not small. Indeed, let D and Dd stand for 
the full damping matrix and the diagonal part of the same matrix, then the damping
matrix diagonality index, defined as 

2 2dD D D , is not a small number in this

case, it is equal to 0.760.

3.5   Generalized Model 

The system models, so far considered, have multiple inputs and outputs. Although
multiple, these inputs and outputs could be grouped into a single input vector and a 
single output vector. For example, a system to be controlled is equipped with sensors 
and actuators. The independent variables produced by actuators are system inputs,
while variables registered by sensors are system outputs. In reality, the situation is
more complex. When a system is under testing or control, we can distinguish two 
kinds of inputs and two kinds of outputs that cannot (or it is not advisable to) be
grouped into a single input or output vector. In a controlled system, for example,
there is one kind of input: those accessed by a controller and without controller
access, such as external disturbances and commands.  The same system can have
two kinds of outputs: those measured by the controller and those that characterize
system performance and often cannot be sensed by the controller. Similarly, in a 
system under dynamic test, the first kind of inputs are actuator signals, and the 
second kind are disturbances. The first kind of outputs are sensor signals and the 
second kind are sensor and environmental noises, or system performance outputs 
that cannot be accessed by available sensors. This distinction is a basis for the 
definition of a generalized model.

The generalized model is a two-port system, which consists of two kinds of
inputs, denoted u and w, and two kinds of outputs, denoted y and z, see Fig. 3.10.

The inputs to the generalized model consist of two vector signals: 

the actuator vector, denoted u, which consists of all inputs handled by the
controller, or applied as test inputs; and
the disturbance vector, w, noises and disturbances, which are not manipulated by
the controller, or are not a part of the test input.
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The outputs of the generalized model consist of two vector signals: 

the sensor vector, y, used for the controller for feedback purposes, or the 
measured test signals; and
the performance vector, z, the outputs to be controlled, or to evaluate test
performance.

G
z

u y

w

Figure 3.10. The generalized model consists of two inputs (u—actuator and w—disturbance)
and two outputs (y—sensor and z—performance).

3.5.1  State-Space Representation 

For a generalized structure let A be the state matrix of the system, uB , wB  represent

the input matrices of u and w, respectively, and ,  represent the output 

matrices of y and z, respectively. For simplicity, we assume the feed-through terms
yC zC

uyD , , etc., to be equal to zero. Then the state-space representation of the

generalized model is as follows:
wzD

,

,

.

u w

y

z

x Ax B u B w

y C x

z C z

 (3.40) 

3.5.2  Transfer Function 

We can write the transfer function of the generalized structure as follows 

uy wy

uz wz

G Gy u

z wG G
 (3.41) 

or, equivalently, as 
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 (3.42) 
,

.

uy wy

uz wz

y G u G w

z G u G w

The transfer functions are related to the state-space representation as follows: 

 (3.43) 

1

1

1

1

( )

( )

( )

( )

uy y u

wy y w

uz z u

wz z w

G C sI A B

G C sI A B

G C sI A B

G C sI A B

,

,

,

.

The block diagram of the decomposed standard system that corresponds to (3.42) is
shown in Fig. 3.11.

Gwz

Gwy

Guz

Gwy
u

z

y

w

+

+

+

+

Figure 3.11. Decomposed generalized structure.

3.6   Discrete-Time Models 

Continuous-time models are predominantly utilized in the analysis of structural
dynamics. However, when implementation is considered, such as structural testing
or control, discrete-time models are primarily required. The reason for using the
digitalized models in structural testing is that the test data are collected in a digital
form (sampled data), and in structural control most controllers are implemented
digitally. Therefore, we analyze the discrete-time models along with the continuous-
time models.
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3.6.1  State-Space Representation 

We assume a continuous-time model in the form of the state-space representation 
(A,B,C,D). The discrete-time sequences of this model are sampled continuous-time 
signals, i.e.,

( ), ( ), and ( ),k k kx x k t u u k t y y k t  (3.44) 

for k = 1, 2, 3 …. The corresponding discrete-time representation for the sampling
time  is  where t ( , , , ),d d d dA B C D

 (3.45) 
0

, , , and
tA t A

d d dA e B e B d C C D D,d

k

and the corresponding state-space equations are 

1 ,

.

k d k d

k k k

x A x B u

y Cx Du
 (3.46) 

The discretization can be carried out numerically using the c2d command of Matlab.

Similarly to the continuous-time models the discrete-time models can also be
presented in modal coordinates. Assume small damping and that the sampling rate is 
sufficiently fast, such that the Nyquist sampling theorem is satisfied (i.e., i t
for all i), see, for example, [37, p. 111], then the state matrix in modal coordinates

 is block-diagonal,dmA

diag( ), 1, , .dm dmiA A i n  (3.47) 

The 2 2 blocks  are in the form, see [98],dmiA

cos( ) sin( )
,

sin( ) cos( )
i i i it

dmi
i i

t t
A e

t t
 (3.48) 

where i  and i  are the ith natural frequency and the ith modal damping,

respectively. The modal input matrix dmB  consists of 2 s blocks ,dmiB

1

2 ,

dm

dm
dm

dmn

B

B
B

B

 (3.49) 

where
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,

sin( ) 1 cos( )1
,

1 cos( ) sin( )

dmi i mi

i
i

i ii

B S B

t
S

t t
i t  (3.50) 

and miB  is part of the continuous-time modal representation, see (2.42) and (2.51). 

The discrete-time modal matrix  is the same as the continuous-time modal

matrix
dmC

.mC

The poles of the matrix  are composed of the poles of matrices ,

i = 1,…, n. For the ith mode the poles of  are 
dmA dmiA

dmiA

1,2 (cos( ) sin( )).i i t
i is e t t  (3.51) 

The location of the poles is shown in Fig. 3.12, which is quite different from the 
continuous-time system, cf., Fig. 2.1. For a stable system they should be inside the
unit circle, which is the case of small damping i .

sin( )i ir t

sin( )i ir t

i t

Im

Re

s1

s2

cos( )i ir t1r

exp( )i i ir t

Figure 3.12. Pole location of the ith mode of a lightly damped structure in discrete time: It is
a complex pair with angle proportional to natural frequency and magnitude close to 1.
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The question arises how to choose the sampling time t . Note that from the 
Nyquist criterion the ith natural frequency is recovered if the sampling rate is at least
twice the natural frequency in Hz ( 2i if ), i.e., if 

1
2 ift

or, if 

 or .i
i

t t  (3.52) 

Considering all modes, the sampling time will be smaller than the smallest ,i

.
max( )i

i

t  (3.53) 

Example 3.6.  Obtain a discrete-time model for a simple system from Example 2.9, 
modal form.

Using the Matlab c2d command we obtain 

0.9970 0.0770 0 0 0 0

0.0770 0.9964 0 0 0 0

0 0 0.9768 0.2138 0 0
,

0 0 0.2138 0.9722 0 0

0 0 0 0 0.9519 0.3055

0 0 0 0 0.3056 0.9423

dA

0.0046

0.1206

0.0644
,

0.0084

0.0337

0.0064

dB

and the discrete-time output matrix is equal to the continuous-time output matrix,
.dC C

3.6.2  Transfer Function 

We obtain the transfer function from the state-space representation (3.46) by 
introducing the shift operator z such that 1i ix zx , and we find that 

 (3.54) 1( ) ( ) .d d d dG z C zI A B Dd
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We use this equation to obtain the transfer function for the ith mode. Using  as in 
(3.48), we determine

dA

1 cos( ) sin( )1
( )

sin( ) cos( )

i i

i i

t t
i i

dmi t t
i i

z e t e t
zI A

d e t z e
,

t

.

 (3.55) 

where d is the characteristic polynomial 22 2 cos( )i it t
id z ze t e

Next, using dB  as in (3.50) and noting that
0

mi
oi

B
b

, we arrive at 

(1 cos( ))( )
( ) ,

sin( )( )

i

i

t
imi

di oit
i i

t z eC
G z b

d t z e
 (3.56) 

which is the transfer function of the ith mode. Note that  and  in the above 
equation are the output and input matrices of the continuous-time model.

miC oib



Equation Section 4 
4
Controllability and Observability 

how to excite and monitor a structure 

It is the theory which decides
what we can observe

—Albert Einstein

Controllability and observability are structural properties that carry information
useful for structural testing and control, yet they are not fully utilized by structural
engineers. The usefulness can be found by reviewing the definitions of the 
controllability and observability of a structure. A structure is controllable if the 
installed actuators excite all its structural modes. It is observable if the installed
sensors detect the motions of all the modes. This information, although essential in 
many applications (e.g., in the placement of sensors and actuators), is too limited. It 
answers the question of mode excitation or detection in terms of yes or no. The more
quantitative answer is supplied by the controllability and observability grammians, 
which represent a degree of controllability and observability of each mode.

In this chapter we discuss the controllability and observability properties of 
flexible structures. The fundamental property of a flexible structure in modal
coordinates consists of a set of uncoupled modes, as shown in Property 2.1. It allows 
us to treat the properties of each individual mode separately and to combine them
into a property of the entire structure. This also refers to the controllability and 
observability properties of the whole system, which are combined out of the 
properties of individual modes. These controllability and observability properties are
used later in this book in the evaluation of structural testing and in control analysis
and design.

4.1   Definition and Properties 

The controllability and observability properties of a linear time-invariant system can
be heuristically described as follows. The system dynamics described by the state 
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variable (x) is excited by the input (u) and measured by the output (y). However, the
input may not be able to excite all states (or, equivalently, to move them in an 
arbitrary direction). In this case we cannot fully control the system. Also, not all 
states may be represented at the output (or, equivalently, the system states cannot be
recovered from a record of the output measurements). In this case we cannot fully
observe the system. However, if the input excites all states, the system is 
controllable, and if all the states are represented in the output, the system is
observable. More precise definitions follow.

4.1.1  Continuous-Time Systems

Controllability, as a measure of interaction between the input and the states, involves 
the system matrix A and the input matrix B. A linear system, or the pair (A, B), is
controllable at  if it is possible to find a piecewise continuous input u(t),

, that will transfer the system from the initial state, 
ot

1[ , ]ot t t ( )ox t , to the origin 

 at finite time  If this is true for all initial moments  and all initial

states
1( ) 0,x t 1 .ot t ot

( )ox t  the system is completely controllable. Otherwise, the system, or the pair
(A, B), is uncontrollable.

Observability, as a measure of interaction between the states and the output,
involves the system matrix A and the output matrix C. A linear system, or the pair
(A, C), is observable at  if the state ot ( )ox t can be determined from the output y(t),

, where   is some finite time. If this is true for all initial moments

and all initial states 
1[ , ]ot t t 1 ot t ot

( )ox t  the system is completely observable. Otherwise, the
system, or the pair (A, C), is unobservable. Note that neither the controllability nor
observability definition involves the feed-through term D.

There are many criteria to determine system controllability and observability; see 
[88], [143]. We consider two of them. First, a linear time-invariant system (A, B, C),
with s inputs is completely controllable if and only if the N  sN matrix

2 N 1B AB A B A B  (4.1) 

has rank N. A linear time-invariant system (A, B, C) with r outputs is completely
observable if and only if the rN  N matrix of

2

1N

C

CA

CA

CA

 (4.2) 

has rank N.
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The above criteria, although simple, have two serious drawbacks. First, they 
answer the controllability and observability question in yes and no terms. Second, 
they are useful only for a system of small dimensions. The latter can be visible if we 
assume, for example, that the system is of dimension N = 100. In order to answer the 
controllability and observability question we have to find powers of A up to 99.

Finding  for a 100 100 matrix is a numerical task that easily results in 
numerical overflow.

99A

The alternative approach uses grammians to determine the system properties. 
Grammians are nonnegative matrices that express the controllability and 
observability properties qualitatively, and are free of the numerical difficulties 
mentioned above. The controllability and observability grammians are defined as 
follows, see, for example, [88]:

0

0

( ) exp( ) exp( ) ,

( ) exp( ) exp( ) .

t T T
c

t  T T
o

W t = A BB A d

W t = A C C A d
 (4.3)

We can determine them alternatively and more conveniently from the following
differential equations: 

 (4.4) 
,

.

T T
c c c

T T
o o o

W = AW +W A + BB

W = A W +W A+C C

The solutions  and  are time-varying matrices. At the moment we are 
interested in the stationary, or time-invariant, solutions (the time-varying case is 
discussed later). For a stable system, we obtain the stationary solutions of the above 
equations by assuming  In this case, the differential equations (4.4) are 
replaced with the algebraic equations, called Lyapunov equations, 

( )cW t ( )oW t

0.c oW W

 (4.5) 
0,

0.

T T
c c

T T
o o

AW +W  A + BB =

A W +W A+C C =

For stable A, the obtained grammians and  are positive definite. cW oW

The grammians depend on the system coordinates, and for a linear transformation
of a state x into a new state nx , such that nx Rx , they are transformed to new 

grammians  and  as follows: cnW onW
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1 ,

.

T
cn c

T
on o

W = R W R

W = R W R
 (4.6) 

The eigenvalues of the grammians change during the coordinate transformation.
However, the eigenvalues of the grammian product are invariant. It can be shown as 
follows:

1 1( ) ( ) ( ) (T T
i cn on  i c o  i c o i c oW W = R W R R W R = R W W R = W W ).  (4.7) 

These invariants are denoted ,i

( ), 1,...,i i c oW W i N ,  (4.8) 

and are called the Hankel singular values of the system.

4.1.2  Discrete-Time Systems 

Consider now a discrete-time system as given by (3.46). For the sampling time
the controllability matrix  is defined similarly to the continuous-time systems, as 
follows:

t

k

1 .k
k B AB A B  (4.9) 

The controllability grammian  over the time interval [( )cW k 0, ]k t  is defined as 

 (4.10) 
0

( ) ( ) .
k

i T i T
c

i

W k A BB A

Unlike the continuous-time systems we can use the controllability matrix of the 
discrete-time system to obtain the discrete-time controllability grammian .
Namely,

( )cW k

 (4.11) ( ) .T
c kW k k

T

The stationary grammian (for  satisfies the discrete-time Lyapunov equation )k

 ,  (4.12) T
c cW AW A BB

but can still be obtained from (4.11) using large enough k, since  for 
 Similarly the observability matrix is defined as follows: 

0kA
.k k
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1

,k

k

C

CA

CA

 (4.13) 

and the discrete-time observability grammian  for the time interval [  is 
defined as

( )oW k 0, ]k t

 (4.14) 
0

( ) ( ) ,
k

i T T i
o

i

W k A C CA

which is obtained from the observability matrix 

 (4.15) ( ) .T
o kW k k

T

For  (stationary solution) the observability grammian satisfies the following 
Lyapunov equation:

k

 .  (4.16) T
o oW A W A C C

Similarly to the continuous-time grammians, the eigenvalues of the discrete-time
grammian product are invariant under linear transformation. These invariants are 
denoted ,i

( ), 1,..., ,i i c oW W i N  (4.17) 

and are called the Hankel singular values of the discrete-time system.

4.1.3 Relationship Between Continuous- and
Discrete-Time Grammians 

Let  be the state-space representation of a discrete-time system. From the
definitions (4.10) and (4.14) of the discrete-time controllability and observability
grammians we obtain 

( , , )A B C

 (4.18) 

2 2

2

( ) ,

( ) .

T T T T T
c

T T T T T
o

W BB ABB A A BB A

W C C A C CA A C CA

We show that the discrete-time controllability and observability grammians do not 
converge to the continuous-time grammians when the sampling time approaches 
zero, see [109]. Indeed, consider the continuous-time observability grammian
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0

.
TAt T A t

ocontW e BB e dt

This can be approximated in discrete time, at time moments 0, , 2 , ...,t t t  as 

.
0 0

( )
TiA t T iA t i T T i

ocont d d
i i

W e C Ce t A C CA t

c

Introducing the second equation of (4.18) one obtains

 (4.19) 
0

lim .ocont odiscr
t

W t W

Obtaining the controllability grammians is similar. First note that for a small 
sampling time one has 

 .dB t B  (4.20) 

Indeed, from the definition of ,dB  one obtains

2 21
2

0 0

2 2 31 1
2 2

( )

.

c

t t
A

d c c c

c c c c c

c

c

B e B d I A A B d

B t A B t A B t t B

t

Now, from the definition of the continuous-time controllability grammian, the
following holds:

0
00

lim .
T T

c c c cA A iA t iA tT T
ccont c c c c

t
i

W e B B e d e B B e

Using (4.20) and cA t
dA e  we obtain 

0 0
0

1 1
lim ( ) lim ;i T i T

ccont d d d d cdiscr
t t

i

W A B B A
t t

W

hence,

0

1
lim .ccont cdiscr
t

W W
t

 (4.21) 
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Note, however, from (4.19) and (4.21), that the product of the discrete-time
controllability and observability grammians converge to the continuous-time
grammians,

 (4.22) 
0

lim ( );ccont ocont cdiscr odiscr
t

W W W W

therefore, the discrete-time Hankel singular values converge to the continuous-time
values, as the sampling time approaches zero:

 (4.23) 
0

lim .icont idiscr
t

4.2   Balanced Representation 

Consider a case when controllability and observability grammians are equal and 
diagonal. The diagonality means that each state has its own and independent
measure of controllability and observability (which is the diagonal value of the 
grammians). The equality of grammians means that each state is equally controllable
and observable or, in terms of structures, each mode is equally controllable and
observable (excited to the same degree as it is sensed). The equality and diagonality
of grammians is a feature of special usefulness—this allows us to evaluate each state
(or mode) separately, and to determine their values for testing and for control 
purposes. Indeed, if a state is weakly controllable and, at the same time, weakly
observable, it can be neglected without impacting the accuracy of analysis, dynamic
testing, or control design procedures. On the other hand, if a state is strongly
controllable and strongly observable, it must be retained in the system model in 
order to preserve accuracy of analysis, test, or control system design. Knowing the 
importance of the diagonal and equal grammians, we proceed to their definition and
determination.

The system triple  is open-loop balanced, if its controllability and 
observability grammians are equal and diagonal, as defined by Moore in [109],

( , , )A B C

1

,

diag( ,..., ),

0, 1,..., .

c o

N

i

W W

i N

 (4.24) 

The matrix  is diagonal, and its diagonal entries i are called Hankel singular
values of the system (which were earlier introduced as eigenvalues of the product of
the controllability and observability grammians).

A generic representation (A,B,C) can be transformed into the balanced
representation , using the transformation matrix R, such that( , , )b b bA B C
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1

1

,

,

.

b

b

b

A R AR

B R B

C CR

 (4.25) 

The matrix R is determined as follows, see [53],

 (4.26) 1/ 2
.R = PU

Its inverse is conveniently determined as 

1 1/ 2 .TR V Q  (4.27) 

The matrices V, and U are obtained from the singular value decomposition of the 
matrix H,

andTH =V U ,TV V I ,TU U I  (4.28) 

where H is obtained as a product of the matrices P and Q,

H QP  (4.29) 

and P, Q, in turn, are obtained from the decomposition of the controllability and
observability grammians, respectively,

 (4.30) 
,

.

T
c

T
o

W = PP

W = Q Q

The singular value decomposition can be used to decompose  and cW .oW

The algorithm is proved as follows. Using (4.6), (4.27), and (4.30) we obtain 

1 1/ 2 .T T T T
cb cW R W R V QPP Q V 1/ 2

Now, introducing (4.29) to the above equation, we obtain

1/ 2 1/ 2 ,T T
cbW V HH V

and introducing (4.28) to the above equation we have 

1/ 2 1/ 2.T T T
cbW V V U U V V
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Taking into account that TV V I  and TU U I  we determine that

1/ 2 2 1/ 2 .cbW

In a similar way we find that obW , thus the system is balanced.

The Matlab function balan2.m, which transforms a representation (A,B,C) to the
open-loop balanced representation, is given in Appendix A.8. Also, the Matlab
function balreal of the Control System Toolbox performs the continuous-time
system balancing. For the discrete-time systems the transformation to the balanced
representation is obtained similarly to the continuous-time case. The Matlab function
balreal performs discrete-time system balancing as well. 

4.3   Balanced Structures with Rigid-Body Modes 

Some plants (e.g., tracking systems) include rigid-body modes that allow structures
to move freely, as they are not attached to a base. In analytical terms a structure with 
rigid-body modes has m poles at zero ( 6m ), and it is observable and controllable
(see [29]). It is also assumed that a system matrix A is nondefective (cf. [73]), i.e.,
that the geometric multiplicity of poles at zero is m. Grammians for structures with
rigid-body modes do not exist (since they reach the infinity value), although the 
structures with rigid-body modes are controllable and observable. Here we show 
how to represent the grammians so that the infinite values of some of their
components do not prevent us performing the analysis of the remaining measurable
part.

A system with rigid-body modes (  can be represented by the following 
state-space representation:

, , )A B C

 (4.31) 
( )

( )

0 0
, , ,

0

m m N m r
r o

oN m m o

B
A B

BA
C C C

A

where is an m N zero matrix. Matrix A in the form as above always exists 
since it has m poles at zero, and matrices B, C exist too, due to the nondefectiveness 
of .

0m N

oA

Similar to A in (4.31), the system matrix of the balanced structures with rigid-
body modes is also block-diagonal, diag(0 , )m boA , and the balanced

representation  is obtained by the transformation R, using (4.25).

However, the transformation R is in the form

( , , )b b bA B C

diag( , )m oR I R  where  is an

identity matrix of order m (that remains the rigid-body part unchanged), and 
mI

oR

balances the inner matrix , i.e.,oA
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 (4.32) 1 .bo o o oA R A R

In summary, to balance structures with rigid-body modes and to obtain the Hankel
singular values we need to represent  in the form as in (4.31), and then to

balance the triple  that has no poles at zero. The obtained Hankel
singular values add to the infinity Hankel singular values that correspond to the
poles at zero. Let 

( , , )A B C

( , , )o o oA B C

o  represent the vector of Hankel singular values of
then

( , , ),o o oA B C

{inf, }o  (4.33) 

represents the vector of Hankel singular values of (A,B,C), where
inf , , ,  contains m values at infinity. 

4.4   Input and Output Gains 

In this section we will consider the controllability and observability properties that 
are specific to structures. We have found already that the input and output matrices
of a system contain the information on the system controllability and observability. 
Norms of these matrices could serve as crude information on the controllability and
observability. We will present these matrices in modal coordinates, where they
possess special properties. Namely, the 2-norms of the input and output matrices in 
modal coordinates contain information on the structural controllability and
observability, and are called input and output gains, respectively.

In the following the approximate relationships are used and denoted by the
equality sign “ ”. They are applied in the following sense: Two variables, x and y,
are approximately equal (x y) if x = y +  and .e y  For example, if D is a

diagonal matrix, then S is diagonally dominant, S D if the terms sij satisfy the 
condition ij ijs d , i, j = 1,..., n, and is small when compared to .iid

Input and Output Gains of a Structure.   The 2-norms
2mB  and 

2mC  of the 

input and output matrices in modal coordinates, as in (2.38), are called the input and 
output gains of the system

1 2

2

1 22
2

tr( ) ,

tr( ) .

T
m m m

T T
m mq mq mv mv

B B B

C C C C C
 (4.34) 

Each mode in the model representation has its own gains.
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Input and Output Gains of a Mode.  The 2-norms
2mib  and 

2mic  of the  and 

matrices in modal coordinates, as in (2.52), are called the input and output gains
of the ith mode

mib

mic

1 2 1 2

2

1 2
1 2

22

tr( ) tr( ) ,

tr( ) ( ) .

T T
mi mi mi mi mi

T
mqi mqiT T

mi mi mi mvi mvi
i

B B B b b

c c
C C C tr c c

 (4.35) 

In the second modal representation the small term in the output gain, which is 
proportional to the damping ratio, was neglected.

It is important to notice that the gains of a structure are the root-mean-square
(rms) sum of the modal gains 

2

2
1

n

m
i

B B
2mi           and

2

2
1

.
n

m
i

C C
2mi       (4.36)

The modal output matrix is defined as a combination of the displacement and
rate matrices 

mC

1 .m mq mvC C C  (4.37) 

Consider the common case when the displacement and rate sensors are not 
collocated. In this case the output gain has the following property:

22 1
2 2

.m mq mvC C C
2
2

 (4.38) 

For a single mode the output matrix  is given asmic

,mqi
mi mvi

i

c
C c  (4.39) 

and in the case when the displacement and rate sensors are not collocated the output 
gain of the ith mode is 

2
2
2

2

.mqi
mi mvi

i

c
C

2
2

c  (4.40) 

For a structure with an accelerometer the output gain is
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2
.m maC C

2

.

 (4.41) 

It is derived from the gain definition, (4.35) and (3.20),

1 2 2m mq mv ma ma maC C C C C C I

However, 1,i i = 1,…n; thus, ;I  hence, 

0 ,m maC C I

which gives 
2 2m maC C .

Gains for the individual modes are obtained similarly

2
.mi mai ic c

2
 (4.42) 

Example 4.1. Obtain its input and output gains for the modal model of form 2 
given in Example 2.9. 

The input and output gains are: For the first mode 1 2
0.3280,mB

1 2
0.6760;mC  for the second mode 2 2

0.5910,mB 2 2
0.9448;mC  and for 

the third mode 3 2
0.7370,mB 3 2

0.8067.mC  The structural gains are

2
1.0000mB  and 

2
1.4143.mC

4.5  Controllability and Observability of
 a Structural Modal Model 

In the following we consider the controllability and observability properties that 
apply to structures. The modal state-space representation of flexible structures has
specific controllability and observability properties, and its grammians are of 
specific form.

4.5.1  Diagonally Dominant Grammians 

Assuming small damping, such that 1, where max( ),i  i = 1, ..., n, the
balanced and modal representations of flexible structures are closely related. One
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indication of this relationship is expressed in the grammian form. The balanced
grammians are equal and diagonal; similarly, the grammians in modal coordinates 
are diagonally dominant, and by using appropriate scaling, they are approximately 
equal. This is expressed in the following property:

Property 4.1. Diagonally Dominant Grammians in Modal Coordinates.
In modal coordinates controllability and observability grammians are diagonally
dominant, i.e.,

 (4.43) 
2

2

diag( ),

diag( ), 1,..., ,

c ci

o oi

W w I

W w I i = n

where   and  are the modal controllability and observability factors.
The approximate Hankel singular values are obtained as a geometric mean of the 
modal controllability and observability factors, 

0ciw > 0oiw >

.i cii ow w ii  (4.44) 

Proof. Consider a flexible structure in the modal representation 1, as in (2.47),
(2.48), or (2.52). We prove the diagonal dominance of the controllability and
observability grammians by the introduction of this modal representation to the 
Lyapunov equations (4.5). By inspection, for 0  we obtain finite values of the 

off-diagonal terms  and  for cijw oijw i j , i.e., and

while the diagonal terms tend to infinity, and

Moreover, the difference between the diagonal terms in each block 

is finite, thus, for small  the grammians in modal

coordinates are diagonally dominant, having 2 2 blocks on the diagonal with
almost identical diagonal entries of each block. Equation (4.44) is a direct
consequence of the diagonal dominance of  and  and the fact that the 
eigenvalues of the grammian product are invariant. 

0lim cijw

0lim ,oijw 0lim ciiw

0lim .oiiw

0 1, 1lim | | ;cii ci iw w

cW ,oW

The second part, (4.44), follows from the invariance of the eigenvalues of the 
grammian product.

The profiles of grammians and system matrix A in modal coordinates are drawn 
in Fig. 4.1. The controllability grammian is, at the same time, a covariance matrix of 
the states x excited by the white noise input, i.e., . Thus, the diagonal
dominance results in the following conclusion that, under white noise or impulse
excitation, modes are almost independent or almost orthogonal.

( )T
cW E xx

Example 4.2. Determine the grammians and Hankel singular values (exact and
approximate) for the modal model from Example 2.9. 
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Values:

system matrix A grammians

large.small,zero,

Figure 4.1.  Profiles of the system matrix A (diagonal) and the grammians (diagonally
dominant) in the modal coordinates.

Using the transformation R as in (4.26) or Matlab’s balreal.m function we obtain 

0.6095 0.0095 0.0122 0.0946 0.0350 0.0048

0.0095 0.6086 0.1370 0.0114 0.0014 0.1418

0.0122 0.1370 4.5464 0.0491 0.1489 0.0016

0.0946 0.0114 0.0491 4.5475 0.0013 0.4171

0.0350 0.0014 0.1489 0.0013 122.6197 0.4726

0.0048 0

mcW

.1418 0.0016 0.4171 0.4726 122.0863

,

2.2922 0.0305 0.0057 0.1227 0.0373 0.0008

0.0305 2.2952 0.1517 0.0065 0.0007 0.0903

0.0057 0.1517 8.9050 0.0740 0.0223 0.0003

0.1227 0.0065 0.0740 8.9039 0.0002 0.0417

0.0373 0.0007 0.0223 0.0002 26.0878 0.056

moW

8

0.0008 0.0903 0.0003 0.0417 0.0568 26.0863

.

Indeed, the grammians are diagonally dominant. The approximate grammians were
obtained from (4.43), 

1 2 3

1 2 3

0.6095, 4.5464, 122.6197,

2.2922, 8.9050, 26.0878,
c c c

o o o

w w w

w w w

and are close to the actual ones, 



Controllability and Observability 79

1 2 3

1 2 3

0.6090, 4.5469, 122.6243,

2.2937, 8.9045, 26.0871.
c c c

o o o

w w w

w w w

The approximate Hankel singular values for each mode are obtained from (4.44), 

diag(1.1818, 1.1818, 6.3625, 6.3625, 56.5579, 56.5579)ap

and are close to the actual Hankel singular values 

diag(1.1756, 1.1794, 6.3575, 6.3735, 56.5110, 56.5579).

4.5.2  Closed-Form Grammians 

Next, we show that for flexible structures the grammians of each mode can be 
expressed in a closed form. This allows for their speedy determination for structures 
with a large number of modes, and allows for the insight into the grammian physical
interpretation. Let miB  and  be the 2 s and r 2 blocks of modalmiC mB  and ,
respectively, and the latter matrices are part of the modal representation, (2.38), 
(2.42), and (2.45). In this case the following property is valid: 

mC

Property 4.2. Closed-Form Controllability and Observability
Grammians.  In modal coordinates the diagonal entries of the controllability and
observability grammians, as in (4.43), are as follows: 

2 2
2 ,

4 4
mi mi

ci oi
i i i i

B C
w w 2 ,  (4.45) 

and the approximate Hankel singular values are obtained from

2 .
4

mi mi
i

i i

B C
2  (4.46) 

Proof.  By inspection, introducing the modal representation (2.38), (2.42), and (2.45)
to the Lyapunov equations (4.5).

The above equations show that the controllability grammian of the ith mode is
proportional to the square of the ith modal input gain, and inversely proportional to
the ith modal damping and modal frequency. Similarly, the observability grammian 
is proportional to the square of the ith modal output gain, and inversely proportional
to the ith modal damping and modal frequency. Finally, the Hankel singular value is 
the geometric mean of the previous two, and is proportional to the ith input and
output gains and is inversely proportional to the ith modal damping and modal
frequency.
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Example 4.3. Determine the closed-form Hankel singular values for the modal
model from Example 2.9. 

From (4.46) we obtain 1 1.1817 , 2 6.3627 , and 3 56.5585,  which are
close to the actual values obtained in Example 4.2. 

Example 4.4.  Compare the exact and approximate Hankel singular values of the 
International Space Station structure. The input is a force at node 8583 (marked by
the white circle at the top of Fig. 1.9), and the output is a rate at this node.

The results in Fig. 4.2 show good coincidence between the exact and
approximate Hankel singular values.

4.5.3  Approximately Balanced Structure in Modal Coordinates

By comparing the grammians in the balanced and modal representations we noticed 
that the balanced and modal representations are close to each other. The closeness of
the balanced and modal representations can also be observed in the closeness of the 
system matrix A in both representations. It was shown in Chapter 2 that the matrix A
in modal coordinates is diagonal (with a 2 2 block on the diagonal). We show that 
the system matrix A in the balanced representation is diagonally dominant.

10
–8

10
–6

10
–4

10
–2

H
an

ke
l s

in
gu

la
r 

va
lu

e 

0 10 20 30 40 50

mode number

Figure 4.2.  The exact ( ) and approximate ( ) Hankel singular values for the International

Space Station structure are almost identical. 

Property 4.3. Diagonal Dominance of the System Matrix in the
Balanced Coordinates.  In the balanced representations the system matrix A is 
block diagonally dominant with 2  2 blocks on the diagonal, and B, C are divided
into 2 s  and  blocks 2r
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 (4.47) 

1

2
1 2diag( ), , ,i n

n

B

B
A A B C C C C

B

where i = 1, …, n, and

 .i i i
i

i i i
A  (4.48) 

Proof.  Since the grammians in modal coordinates are diagonally dominant, the 
transformation matrix R from the modal to the balanced coordinates is diagonally 

dominant itself. The system matrix in the balanced coordinates is 
therefore, it is diagonally dominant.

1 ;mA R A R

The profiles of the grammians and a system matrix A are drawn in Fig. 4.3. 

Example 4.5. Find the balanced representation of a simple system from Example
2.5, and check if the matrix A is diagonally dominant.

We use transformation R from (4.26) to obtain the following balanced 
representation:

grammianssystem matrix A

large.small,zero,Values:

Figure 4.3.  Profiles of the system matrix A (diagonally dominant) and the grammians
(diagonal) in the balanced coordinates.
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0.0029 0.7685 0.0003 0.0015 0.0032 0.0006

0.7731 0.0030 0.0014 0.0004 0.0028 0.0018

0.0059 0.0058 0.0263 2.1400 0.0243 0.0047

0.0050 0.0052 2.1807 0.0203 0.0174 0.0105

0.0044 0.0044 0.0441 0.0380 0.0805 3.0883

0

bA

.0020 0.0020 0.0190 0.0179 3.1523 0.0170

,

0.5772

0.5822

0.5790
,

0.5074

0.4357

0.2001

bB

0.2707 0.2703 0.1649 0.2029 0.0414 0.1222

0.2082 0.2088 0.4373 0.3568 0.3814 0.1318 ,

0.4654 0.4715 0.3418 0.2983 0.2064 0.0881
bC

showing the diagonally dominant matrix .bA

Define a state-space representation as almost balanced if its grammians are
almost equal and diagonally dominant, cW Wo . We saw that the modal
grammians are diagonally dominant. The question arises: Can grammians in modal
coordinates be almost equal? That is, can the modal representation be almost-
balanced? The following property answers the questions: 

Property 4.4. Approximate Balancing by Scaling the Modal
Coordinates. By scaling the modal representation  one obtains an 
almost-balanced representation , such that its grammians are almost 
equal and diagonally dominant

( , ,m m mA B C )
)

,

b

( , ,ab ab abA B C

 (4.49) 1
, ,ab m ab ab m ab m abA A B R B C C R

and

 .m ax Rx  (4.50) 

Above, abR  is a diagonal matrix

2diag( ), 1,...,ab iR = r I  i = n  (4.51) 

and the ith entry is given by the ratio of the input and output gains
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1/ 4
2

2

.
mici

i
oi mi

Bw
r

w C
 (4.52) 

Note that the transformation matrix abR  leaves matrix  unchanged, and scales

matrices
mA

mB  and mC .

Proof. We prove this property by inspection. Introducing (4.51) and (4.52) to (4.6)
we obtain 

2diag( ),

;

c o i

i ci oi

W W I

w w
 (4.53) 

hence, by using transformation (4.49), we obtain an approximately balanced
representation  from the modal representation ( , , )ab ab abA B C ( , , ).m m mA B C

A similar property can be derived for the modal representation 2. The closeness
of these two modal representations follows from the fact that the transformation 12R
from modal representation 1 to 2 is itself diagonally dominant, as in (2.43). The 
closeness of the modal, balanced and almost-balanced, coordinates is illustrated in 
Fig. 4.4.

qab3

qab2

qb2

qb3

qab1

qb1

qm3

qm2

qm1

Figure 4.4. Modal, balanced, and almost-balanced coordinates: Almost-balanced coordinates
are scaled modal coordinates to “fit” the balanced coordinates.

Similar to the modal representation, the almost-balanced state-vector abx  is divided
into n components,



84  Chapter 4

1

2 .

ab

ab
ab

abn

x

x
x

x

 (4.54) 

The components are independent, which is justified by the diagonal matrix  of 

the almost-balanced representation. The state-space representation

is associated with each component

abA

( , , )abi abi abiA B C

abix .

Consider the state-space representation (  of the ith-balanced

mode, then 

, , )abi abi abiA B C

2abiB  is its input gain and 
2abiC  is its output gain.

Property 4.5. Input and Output Gains. In the almost-balanced representation
the input and output gains are equal: 

2
.abi abiB C

2
 (4.55) 

Proof. This can be shown by introducing transformation abR  as in (4.49)–(4.52),
obtaining

2 2 2
.abi abi mi miB C B C

2

.

In the almost-balanced representation the grammians are almost equal,

or  where the matrix of the Hankel singular values has the following

form,

ci oiw w

,c oW W

1 1 2 2diag( , , , , , , )n n  The Hankel singular values are obtained as 

2 2
2 .

4 4
abi abi

i
i i i i

B C
2 (4.56)

Example 4.6. Obtain the almost-balanced state-space representation of the simple
system in Example 2.9.

Starting from the state-space modal representation, as in Example 2.9, we find the 
transformation matrix abR  as in (4.51) and (4.52), that is,

diag(0.7178, 0.7178, 0.8453, 0.8453, 1.4724, 1.4724).abR

The state matrix is equal to the modal matrix, ab mA A , while the input and output

matrices, abB  and , are found from (4.49), abC
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1

2

3

0.4798

0.0075

0.7704
,

0.0083

0.0025

0.8198

ab

ab ab

ab

B

B B

B

1 2 3

0.0020 0.1294 0.0028 0.2617 0.3825 0.0012

0.4038 0.0126 0.5653 0 0.0020 0.2948 .

0.2241 0.0070 0.4534 0 0.0045 0.6625
ab ab ab abC C C C

In this representation (4.55) holds. Indeed,

1 12 2

2 22 2

3 32 2

0.4798,

0.7705,

0.8198.

ab ab

ab ab

ab ab

B C

B C

B C

Finally, we found that the grammians obtained for this model are almost equal, i.e., 
diag(1.1817, 1.1817, 6.3627, 6.3627, 56.5585, 56.5585).o cW W

4.6  Controllability and Observability of
 a Second-Order Modal Model 

In this section we present the controllability and observability properties of a 
structure given by the second-order model.

4.6.1  Grammians

The grammians and the balanced models are defined exclusively in the state-space 
representation, and they do not exist in the second-order form. This is a certain
disadvantage since the second-order structural equations are popular forms of
structural modeling. We will show, however, that for flexible structures one can find 
a second-order model which is almost balanced, and for which Hankel singular
values can be approximately determined without using a state-space representation.
First, we determine the grammians for the second-order modal model.

Property 4.6. Controllability and Observability Grammians of the
Second-Order Modal Model. The controllability  and observability 
grammians of the second-order modal model are given as 

( )cw ( )ow
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 (4.57) 

1 1

1 1

0.25 diag( ),

0.25 diag( ),

T
c

T
o m

w B

w C

m m

m

B

C

where diag( )T
m mB B  and  denote the diagonal part of diag( )T

m mC C T
m mB B  and

 respectively,,T
m mC C mB  is given by (2.23), 1

m mq mvC C C , and

are defined as in (2.24) and (2.25). Therefore, the ith diagonal entries of  and 
are

mqC , mvC

cw ow

2
2

2

2

,
4

,
4

mi
ci

i i

mi
oi

i i

b
w

c
w

 (4.58) 

and  is the ith row of mib mB , and  is the ith column ofmic .mC

Proof. In order to show this we introduce a state-space representation by defining 
the following state vector: 

.m
m

m

q
x

q

The following state-space representation is associated with the above vector 

100
, ,

2 mq mv
m

A B C C
B

.C

By inspection, for this representation, the grammians are diagonally dominant, in the 
form

0 0
, ,

0 0
c o

c o
c o

w w
W W

w w

ciwhere and  are the diagonally dominant matrices,cw ow diag( )cw w  and

 Introducing the last two equations to the Lyapunov equations (4.5)
we obtain (4.58).

diag( ).ow woi

Having the grammians for the second-order models, the Hankel singular values
are determined approximately from (4.58) as 
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2 2 , 1,..., .
4

mi mi
i ci oi

i i

b c
w w i n  (4.59) 

4.6.2  Approximately Balanced Structure in Modal Coordinates

Second-order modal models are not unique, since they are obtained using natural
modes that are arbitrarily scaled. Hence we have a freedom to choose the scaling
factor. By a proper choice of the scaling factors we introduce a model that is almost
balanced, i.e., its controllability and observability grammians are approximately
equal and diagonally dominant. The second-order almost-balanced model is
obtained by scaling the modal displacement (  as follows: )mq

 (4.60) 1 ,ab mq R q

that is, 

 ,m aq Rq b  (4.61) 

and is the almost-balanced displacement.abq

The transformation R is obtained as follows. Denote 
2mib  and 

2mic  as the

input and output gains, then

= diag ( ), 1,..., ,iR r i n  (4.62) 

and the ith entry is defined as a square root of the gain ratio ir

2

2

.
mi

i
mi

b
r

c
 (4.63) 

Using (2.38) one obtains 

2

2 2
22

,
qi

mi vi
i

c
c

2
2

c  (4.64) 

while

2 2
22

and .T
qi qi qi vi vi vic c c c c cT  (4.65) 
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In the above equations mib is the ith row of mB , and  are the ith columns
of , ,  and  respectively.

, ,qi vi mic c c
mq mvC C ,mC

Introducing (4.60) and (4.62)–(4.65) to the modal equation (2.19) we obtain the 
almost-balanced second-order modal model

 (4.66) 
22 ,

,

ab ab ab ab

abq ab abv ab

q q q B

y C q C q

u

where

1
ab mB R B  (4.67) 

and

 ,  ,Rabq mq abv mvC C R C C  (4.68) 

while the output matrix  is defined as abC

1 .ab abq abvC C C  (4.69) 

This has the following property:

22 1
2 2

.ab abq abvC C C
2

2
 (4.70) 

A flexible structure in modal coordinates is described by its natural modes, i ,
 Similarly the almost-balanced modal representation is a modal

representation with a unique scaling, and is described by the almost-balanced
modes,

1, , .i n

abi ,  The latter ones we obtain by rescaling the natural modes1, , .i n

n, 1, , ,abi i ir i  (4.71) 

with the scaling factor  given by (4.63), andir

 ,ab R  (4.72) 

where 1 2[ab ab ab abn ],  and  is a modal matrix, as in (2.12). In order to 

show this, note that from (2.18) one obtains mq q  or, equivalently

 (4.73) 
1

.
n

i mi
i

q q
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But, from (4.61) it follows that ;mi i abiq r q  thus, (4.73) is now 

 (4.74) 
1 1

,
n n

i i abi abi abi
i i

q r q q

where abi is a balanced mode as in (4.71).

Property 4.7. Grammians of the Almost-Balanced Model. In the almost-
balanced model the controllability and observability grammians are approximately 
equal,

2 2 .
4

mi mi
cabi oabi i

i i

b c
w w  (4.75) 

Proof.   From (4.58) we have

2 ,
4 4

abi abi
cabi oabi

i i i i

b c
w w 2 .  (4.76) 

However, from (4.49) and (4.52) it follows that 

2

2 2

, 2mi mi
abi mi abi mi

mi mi

c b
b b c c

b c
.  (4.77) 

Introducing the above equation to (4.76) we obtain approximately equal grammians 
as in (4.75).

Define
2abib  and 

2abic  as the input and output gains of the ith almost-

balanced mode, respectively, and we find that these gains are equal.

Property 4.8. Gains of the Almost-Balanced Model. In the second-order
almost-balanced model, the input and output gains are equal, 

2
.abi abib c

2
 (4.78) 

Proof. The transformation R as in (4.62) is introduced to (4.67) and (4.68) obtaining

2
2 2 2 2

2

1 mi
abi mi mi mi mi

i mi

c
b b b b c

r b 2

and
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2
2 2 2 2 2

2

mi
abi mi i mi mi mi abi

mi

b
c c r c b c b

c 2
.

Example 4.7. Determine the almost-balanced model of a simple structure from
Example 2.2. 

We obtain the transformation matrix R from (4.62) and (4.63) as R=diag(0.6836,
0.7671, 0.8989). Next, we find the almost-balanced input and output matrices from
(4.67), (4.68), and (4.69), knowing from Example 2.2 that

 hence, (3.1210, 2.1598, 0.7708);diag

1

2

3

1

0.4798

0.7705 ,

0.8198

0.1294 0.2617 0.3825 0 0 0

0 0 0 , 0.4040 0.5653 0.2948 ,

0 0 0 0.2242 0.4534 0.6625

ab

ab ab

ab

abq abv

b

B b

b

C C

The output matrix  is obtained by putting together abC 1
abqC  and , such that 

the first column of  is followed by the first column of , followed by

the second column of 

abvC

1
abqC abvC

1
abqC , followed by the second column of , etc., i.e., abvC

1 2 3

0.1294 0 0.2617 0 0.3825 0

0 0.4040 0 0.5653 0 0.2948 .

0 0.2242 0 0.4534 0 0.6625
ab ab ab abC c c c

The almost-balanced mode matrix is obtained from (4.72),

0.4040 0.5653 0.2948

0.5038 0.2516 0.5313 .

0.2242 0.4534 0.6625
ab

Finally, it is easy to check that the input and output gains are equal, 

1 12 2

2 22 2

3 32 2

0.4798,

0.7705,

0.8198.

ab ab

ab ab

ab ab

b c

b c

b c
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Also, from (4.76) we obtain 1 1 1.1821,c ow w 2 2 6.3628,c ow w  and 

 which shows that the model is almost balanced, since the

exact Hankel singular values for this system are 
3 3 55.8920,c ow w

1 1.1794, 2 6.3736,  and 

3 56.4212.

4.7   Three Ways to Compute Hankel
  Singular Values 

Based on the above analysis one can see that there are three ways to obtain Hankel 
singular values for flexible structures in modal coordinates. 

1. From the algorithm in Section 4.2. This algorithm gives the exact Hankel 
singular values. However, for large structures it could be time-consuming. Also, 
the relationship between the Hankel singular value and the natural mode it 
represents is not an obvious one: this requires one to examine the system matrix
A in order to find the natural frequency related to the Hankel singular value in
question.

2. From (4.43) and (4.44). This is an approximate value, and its determination can
be time-consuming for large structures. However, there is a straightforward
relationship between the Hankel singular values and natural frequencies (the 
Hankel singular value from (4.44) is found for the ith frequency).

3. From (4.46) or (4.59). This is an approximate value, but is determined fast, 
regardless of the size of the structure. Also, it is immediately known what mode
it is associated with, and its closed-form allows for the parametric analysis and 
physical interpretation.

4.8   Controllability and Observability of the
  Discrete-Time Structural Model

Consider now a structure in modal coordinates. Similar to the continuous-time
grammians the discrete-time grammians in modal coordinates are diagonally
dominant,

 (4.79) 
1 2

1 2

diag( , , , ),

diag( , , , ),

c c c

o o o

W W W W

W W W W

cn

on

where  and  are 2 2 blocks, such that ciW oiW 2ci ciW w I  and , see 
[98], where

2oi oiW w I
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2
2

2

2(1 cos( ) 2(1 cos( )

4
mi i

ci ci cont
i i i i

B t
w w

t t2
i t

 (4.80) 

and

2
2 1

4
mi

oi oi cont
i i

C
w w

t t

1
 (4.81) 

In the above equations miB  is the ith block of mB  in modal coordinates, and  is

the ith block of in modal coordinates, where  see (2.42)

for . In the latter equation is the diagonal matrix of natural frequencies, C

miC

mC 1[ ]m mq mvC C C ,

0 mq

is the matrix of displacement measurements, and Cmv is the matrix of rate
measurements. Also  and  denote the continuous-time controllability

and observability grammians, respectively, cf. (4.45).
ci contw oi contw

Note that the discrete-time controllability grammian deviates from the

continuous-time controllability grammian by factor 2

2(1 cos( )i

i

t

t
, while the discrete-

time observability grammian deviates from the continuous-time observability
grammian by factor 1 t . Note also that the discrete-time grammians do not 
converge to the continuous-time grammians, but satisfy the following conditions:

0
lim ci

ci cont
t

W
W

t
 and

0
lim ,oi oi cont
t

W t W

which is consistent with the Moore result; see [109] and Subsection 4.1.3 of this
chapter.

The Hankel singular values are the square roots of the eigenvalues of the 

grammian products, . The approximate values of the Hankel 
singular values can be obtained from the approximate values of the grammians,

1/ 2 ( c oW W )

2 2 2(1 cos( ))
.

4
mi mi i

i ci oi
i i i

B C t
w w

t
 (4.82) 

Note that the discrete-time Hankel singular values differ from the continuous-time
values by a coefficient ,ik

 ,i i i contk  (4.83) 

where
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2(1 cos )
.i

i
i

t
k

t
 (4.84) 

The plot of ( )i ik t is shown in Fig. 4.5; this shows that for small sampling time,
discrete- and continuous-time Hankel singular values are almost identical.

i t
0 0.5 1 1.5 2 2.5 3

0.6

0.7

0.8

0.9

1

1.1

k i

Figure 4.5. Plot of ki versus :i t  For fast sampling (i.e., small )t  the ki value is 1.

Note that if the sampling rate is high enough (or the sampling time small 
enough), the discrete-time Hankel singular values are very close to the continuous-
time Hankel singular values. For example, if 0.6i t  the difference is less than

3%, if 0.5i t  the difference is less than 2%, and if 0.35i t  the difference is
less than 1%. Note also that for a given sampling time the discrete-time Hankel 
singular values, corresponding to the lowest natural frequencies, are closer to the 
continuous-time Hankel singular values than the Hankel singular values 
corresponding to the higher natural frequencies. 

Example 4.8.  Consider the discrete-time simple system as in Example 2.9. For this 
system ,1 2 3 3k k k 4 0k , and 1 2 3 1m m m , while damping is 
proportional to the stiffness matrix, D = 0.01K. Determine its Hankel singular values
for sampling time  and for0.7 s,t 0.02 s,t  and compare with the continuous-
time Hankel singular values.

The Hankel singular values for the continuous- and discrete-time structures with 
sampling times s and 0.7t 0.02t s are given in Table 4.1. 
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 Table 4.1. Hankel singular values.

Continuous time Discrete time
t = 0.7 s 

Discrete time 
t = 0.02 s

20.342 20.138 20.342Mode 1 
20.340 20.009 20.340
4.677 4.324 4.677Mode 2 
4.671 4.225 4.670
0.991 0.848 0.991Mode 3 
0.986 0.785 0.986

The table shows that for the sampling time 0.7t s the discrete-time Hankel
singular values are smaller than the continuous-time values, especially for the third 
mode. In order to explain this, note that the natural frequencies are 

1 0.771 rad/s, 2 2.160 rad/s,  and 3 3.121 rad/s.  The sampling time must

satisfy condition (3.52) for each mode. For the first mode 1 4.075, for the

second mode 2 1.454, and for the third mode 3 1.007. The sampling
time satisfies the condition (3.52). However, for this sampling time, one obtains 

1 0.540,t 2 1.512,t  and 3 2.185.t  It is shown in Fig. 4.5 that the 
discrete-time reduction of the Hankel singular values with respect to continuous-
time Hankel singular values is significant, especially for the third mode.

This is changed for the sampling time 0.02t s. In this case one obtains

1 0.015,t 2 0.043,t  and 3 0.062.t  One can see from Fig. 4.5 that for

these values of i t  the discrete-time Hankel singular values are almost equal to the 
continuous-time Hankel singular values. 

Next, we verify the accuracy of the approximate relationship (4.83) between
discrete- and continuous-time Hankel singular values. The accuracy is expressed
with the coefficient , (4.84). The Hankel singular values were computed for 
different sampling times, and compared with the continuous-time Hankel singular 
values. Their ratio determines the coefficient . The plot of  obtained for all three 
modes and the plot of the approximate coefficient from (4.84) are shown in Fig. 4.6. 
The plot shows that the approximate curve and the actual curves are close, except for

ik

ik ik

i t  very close to .

4.9   Time-Limited Grammians 

The steady-state grammians, defined over unlimited time integrals, are determined
from the Lyapunov equations (4.5). The grammians over a finite-time interval 

 (where ) are defined by (4.3), and can be obtained from 
the matrix differential equations (4.4). In many cases these equations cannot be 

1 2[ , ]T t t 1 20 t t
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conveniently solved, and the properties of their solutions are not readily visible.
However, using the definitions from (4.3) we will derive the closed-form grammians 
over the finite interval T. Assume that a system is excited and its response measured
within the time interval  The grammians over this interval are defined as 
follows:

1 2[ , ].T t t

0 1 2 3

k1

k2

k3

approximate
1

0.8

0.6

k i

0.4

0.2

0

i t

Figure 4.6. The exact and approximate coefficients (k) coincide except for i t  very close
to , which corresponds to the Nyquist frequency.

2

1

2

1

( ) exp( ) exp( ) ,

( ) exp( ) exp( ) .

t T T
c t

t T T
o t

W T A BB A d

W T A C C A d

 (4.85) 

For a stable matrix A these grammians are positive-definite. 

First, we express the controllability and observability grammians over the 
interval (0, t) through the infinite-time controllability grammian .cW

Property 4.9(a). Grammians in Time Interval (0, t). The controllability
grammian  over the interval (0, t), and the observability grammian
over the interval (0, t), are obtained from the infinite-time controllability grammians

 and  as follows:

(0, )cW t (0, )oW t

cW oW

 (4.86) 
(0, ) ( ) ( ),

(0, ) ( ) ( ),

T
c c c

T
o o o

W t W S t W S t

W t W S t W S t

where

( ) .AtS t e  (4.87) 
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Proof.  The controllability grammian (0, ),c cW W

0

TA T A
cW e BB e d

can be decomposed for t  as follows:

0
.

T Tt A T A A T A
c t

W e BB e d e BB e d

In the second integral, the variable  is replaced with ,t  yielding

( ) ( )

0

0
;

T T

T T

A T A A t T A t

t

TAt A T A A t At A t
c

e BB e d e BB e d

e e BB e d e e W e

therefore, combining the two latter equations one obtains

(0, ) ,
TAt A t

c c cW W t e W e

which, in turn, gives (4.86). The observability grammian is derived similarly.

Note that equations (4.86) are the solutions of the Lyapunov differential
equations (4.4). Indeed, from the first equation of (4.86) it follows that 

. Note also that (0, ) T
c cW t SW S SW ST

c ( )At Atd
dt

S e Ae A ;S

T

T

,T

 thus,

 Introducing the latter result and the first equation
of (4.86) to (4.4) we obtain

(0, ) .T T
c c cW t ASW S SW S A

T T T T T T T
c c c c c cASW S SW S A AW ASW S W A SW S A BB

or, after simplification,

0 T T
c cAW W A BB

which is, of course, a steady-state Lyapunov equation, fulfilled for stable systems.
Similarly, we can show that the observability grammian from (4.86) satisfies the 
second equation of (4.4).

Denote the time interval [ , ]o fT t t  where f ot t .
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Property 4.9(b). Grammians in Time Interval (to, tf).  For  the 
following holds:

0ot

 (4.88) 
( ) ( ) ( ) ( ) ( ) ( ) ( ),

( ) ( ) ( ) ( ) ( ) ( ) ( ),

T T
c o c o f c f c o c

T T
o o o o f o f o o o

W T S t W S t S t W S t W t W t

W T S t W S t S t W S t W t W t

f

f

where

 (4.89) 
( ) ( ) ( ),

( ) ( ) ( ).

T
c c

T
o o

W t S t W S t

W t S t W S t

Proof.  To prove the first part we begin with the definition

( ) ,
Tf

o

t A T A
c t

W T e BB e d

and the introduction of the new variable ot , obtaining

( ) ( )

0

0

( )

( )

Tf o
o o

T TTf o
o o o

t t A t A tT
c

t t
,oAt A t AtA T A

c f o

W T e BB e d

e e BB e d e e W t t eA t

T

which proves (4.88). The second part we prove by introducing (4.86) into (4.88),

( ) ( )( ) ( ) .
T T T

f o f o f fo o o fA t t A t t A t At A tAt At A t
c c c c cW T e W e W e e e W e e W e

The time-limited grammians in modal coordinates have a simpler form, since the
controllability grammian in modal coordinates is diagonally dominant and the 
matrix A is block-diagonal. The grammian block that corresponds to the ith mode
has the form , and the matrix A block is2( , )ci o fw t t I

.i i i

i i i

Introducing it into (4.88) we obtain 

 (4.90) 2 ( )2( ) (1 ).i i f oi i o
t tt

ci ciw T w e e

For the most practical case of 0ot  we find 
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 (4.91) 2(0, ) (1 ).i it
ci ciw t w e

The latter equations show that for a stable system the modal grammians of limited
time are positive definite, and that they grow exponentially, with the time constant 

1/ 2i iT i .

The observability grammian in modal coordinates for structures is diagonally 
dominant, and the matrix A is block-diagonal. The grammian block that corresponds
to the ith mode has the form . Similar to the controllability grammian

we get 
2( , )oi o fw t t I

 (4.92) 2 ( )2( ) (1 ).i i f oi i o
t tt

oi oiw T w e e

For the most practical case of 0ot  we obtain 

 (4.93) 2(0, ) (1 ).i it
oi oiw t w e

The latter equations show that for a stable system the modal grammians of limited
time are positive definite, and that they grow exponentially, with the time constant 

1/ 2i iT i .

Define the Hankel singular values over the interval ( , )o fT t t  as follows: 

1/ 2( ) ( ) ( ) .i i c oT W T W T  (4.94) 

Introducing (4.90) and  (4.92) to (4.94) we obtain 

 (4.95) 2 ( )2( ) (1 )i i f oi i o
t tt

i iT e e

or

 (4.96) 2(0, ) (1 ).i it
i it e

Example 4.9.  Analyze a simple system with k1=10, k2=50, k3=50, k4=10,
m1=m2=m3=1, with proportional damping matrix, D=0.005K+0.1M. The input is 
applied to the third mass and the output is the velocity of this mass. Calculate the 
time limited Hankel singular values for [0, ]T t , and for t is varying from 0 to 25 s 
using the exact equations (4.88), (4.94), and the approximate equation (4.96).

The plots of the Hankel singular values for the system three modes are shown in 
Fig. 4.7. The plots show close approximation for the first two modes, and not-so-
close for the third mode and for a short time span ( 1t  s). 
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Figure 4.7. Hankel singular values versus time for the system modes: Exact (solid line) and
approximate (dashed line).

4.10   Frequency-Limited Grammians 

In this section we interpret the controllability and observability grammians in 
frequency domain. In order to do this, note that from the Parseval theorem the time
integrals (4.3), for the time span (0, ), can be substituted with the following
integrals in the frequency domain: 

*

*

1
( ) ( ) ,

2
1

( ) ( ) ,
2

T
c

T
o

W H BB H

W H C CH

d

d

 (4.97) 

where

1( ) ( )H j I A  (4.98) 

 is the Fourier transform of Ate , and *H  is a complex-conjugate transpose of H.

The above grammians are defined over the entire frequency range. The frequency 
band  can be narrowed to (( , ) , )  where  by defining the
grammians in the latter band as 
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*

*

1
( ) ( ) ( ) ,

2
1

( ) ( ) ( ) .
2

T
c

T
o

W H BB H

W H C CH

d

d

c

 (4.99) 

We show the following property:

Property 4.10(a). Grammians in Frequency Interval (0, ) are obtained 
from the following equations: 

*

*

( ) ( ) ( ) ,

( ) ( ) ( ),

c c

o o o

W W S S W

W S W W S
 (4.100) 

where

1 * 1( ) ln ( ) ln ( )( )
2 2

j j
S H H A j I A j I  (4.101) 

and  is the controllability grammian obtained from the Lyapunov equation (4.5). cW

Proof.   Note first that 

 (4.102) 1 ( )T
c c c cAW W A H W W H 1 *.

This can be shown by replacing A with 1H  as in (4.98). Next, introduce
T

c c
TBB AW W A to (4.99), obtaining

* *1 1
( ) ( ) ( ) ( )( ) ( ) .

2 2
T T

c cW H BB H d H AW W A Hc d

Introducing (4.102) to the above equation we obtain 

1 1 * *

*

* *

1
( ) ( ) ( ) ( ) ( ) ( )

2
1

( ) ( )
2

1 1
( ) ( ) ( ) ( ) ,

2 2

c c c

c c

c c

W H H W W H H d

W H H W d

W H d H d W W S Sc cW

since ( )S  in (4.101) is obtained as
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1
( ) ( ) .

2
S H d  (4.103) 

The observability grammian is determined similarly.

Define the frequency band 1 2[ , ] , such that 2 1 0.  It is easy to 
see that the grammians for the band  are obtained as 

2

2 1

( ) ( ) ( ),

( ) ( ) ( ).

c c c

o o o

W W W

W W W

1
 (4.104) 

For this band the following property holds:

Property 4.11(a).  Grammians in Frequency Interval ( 1, 2) are obtained 
from the following equations: 

*

*

( ) ( ) ( ) ,

( ) ( ) ( ),

c c

o o o

W W S S W

W S W W S

c
 (4.105) 

where

2( ) ( ) ( ).S S S 1  (4.106) 

Proof. Introduce (4.100) to (4.104) to obtain (4.105).

Next, we show the following property:

Property 4.12.  Matrices A and S( ) Commute.

( ) ( ) .AS S A  (4.107) 

Proof.  Note first that

( ) ( ) ,AH H A  (4.108) 

which we prove through the simple manipulations

1 1 1 1

1 1 1

( ) ( ) [( ) ] [( )]

[ ( )] ( ) ( ) .

AH A j I A j I A A j A I

A j I A j I A A H A

1

Equation (4.107) follows directly from (4.108) and the definition (4.103) of ( ).S



102  Chapter 4

Using the above property we derive an alternative formulation for the frequency-
limited grammians. 

Property 4.10(b). Grammians in Frequency Interval (0, ) are determined 
from the following equations: 

( ) ( ) ( ) 0,

( ) ( ) ( ) 0,

T
c c c

T
o o o

AW W A Q

A W W A Q
 (4.109) 

where

*

*

( ) ( ) ( ),

( ) ( ) ( ).

T T
c

T T
o

Q S BB BB S

Q S C C C CS
 (4.110) 

Proof.   Use (4.100) and apply the commutative Property 4.12 to obtain

* *

* *

( ) ( ) ,

( ) ( )

T T
c c c c c c

T T T T
c c c c c

AW W A AW S ASW W A S SW A

S W A AW W A AW S SBB BB S Q ( ),

T

i.e., the first of (4.109) is satisfied. The second (4.109) is proved similarly.

Next we determine the grammians over the interval 1 2[ , ].

Property 4.11(b). Grammians in Frequency Interval =( 1, 2) are
obtained from the following equations:

( ) ( ) ( ) 0,

( ) ( ) ( ) 0,

T
c c c

T
o o o

AW W A Q

A W W A Q
 (4.111) 

where

2

2 1

( ) ( ) ( ),

( ) ( ) ( ).

c c c

o o o

Q Q Q

Q Q Q

1
 (4.112) 

Proof.  Directly from (4.104) and (4.111).

Example 4.10.  Analyze a simple system as in Example 4.9, and obtain the
frequency-limited grammians for [0, ] , where  is varying from 0 to 20 rad/s.
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We obtain the grammians in modal coordinates from (4.111), and their plots for 
the three modes are shown in Fig. 4.8. The plots show that for i , i=1,2,3,

( i  is the ith natural frequency, 1 2.55 rad/s, 2 7.74  rad/s, and 3 12.38
rad/s), the grammians achieve constant value.
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Figure 4.8. Hankel singular values versus frequency for the system modes.

4.11   Time- and Frequency-Limited Grammians 

The time- and frequency-limited grammians characterize a system in a limited-time
interval and in a limited-frequency window. They are obtained from the full time 
grammians using time and frequency transformation or vice versa. The results are
identical in both cases, since the time and frequency transformations commute, as 
will be shown below. 

Consider the controllability grammian in the finite-time interval, defined in
(4.80). From the Parseval theorem, the grammian (4.97) in the infinite-time interval
T = [0, ) is equal to the grammian (4.97) in the infinite-frequency domain

( , ).  Assume now that H( ) in (4.97) is measured within the finite-time

interval and for [ , ) so that W  and W  are determined from (4.100). 
Introducing (4.100) to (4.89) yields

c o

 (4.113) 
( , ) ( ) ( ) ( ),

( , ) ( ) ( ) ( ),

T
c c

T
o o

W t S t W S t

W t S t W S t

where S(t) is given by (4.87) and W ( )c , W ( )o  by (4.100).
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Consider now the grammians in frequency domain as in (4.100) and apply the
Parseval theorem in time domain to obtain

 (4.114) 

*

*

( , ) ( ) ( ) ( ) ( ),

( , ) ( ) ( ) ( ) ( ),

c c c

o o o

W t W t S S W t

W t W t S S W t

where ( )S  is given by (4.103) and S* is the complex conjugate transposition of S.

We will show that grammians obtained from (4.113) and (4.114) are identical.
Notice first from (4.87) and (4.103) that S(t) and ( )S  commute, i.e., that 

( ) ( ) ( ) ( ).S t S S S t

Next, using the above property, from (4.100) and (4.114) we obtain

*

*

( , ) ( ) ( ) ( ) ( ) ( ) ( ),

( , ) ( ) ( ) ( ) ( ) ( ) (

T T
c c c

T T
o o

W t S t W S t S S S t W S t

W t S t W S t S S S t W S t).o

Introducing (4.89) to the above equations we prove the equality of (4.113) and
(4.114).

As a consequence of the commuting property, the grammians over the finite-time 
interval T and finite-frequency interval  ( 1 2[ , ],T t t ,2 1 0t t 1 2[ , ] , and 

2 1 0) ) are determined from

 (4.115) 
2 1 1 2

2 1 1 2

( , ) ( , ) ( , ) ( , ) ( ,

( , ) ( , ) ( , ) ( , ) ( , ),

c c c c c

o o o o o

W T W T W T W t W t

W T W T W T W t W t

),

where

1 2

2 1

( , ) ( , ) ( , ),

( , ) ( , ) ( , ),

c c c

c c c

W T W t W t

W t W t W t
 (4.116) 

and

1 2

2 1

( , ) ( , ) ( , ),

( , ) ( , ) ( , ),

o o o

o o o

W T W t W t

W t W t W t
 (4.117) 

where
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 (4.118) 

*

*

( , ) ( ) ( ) ( ) ( ) ( ) ( ) ( ),

( , ) ( ) ( ) ( ) ( ) ( ) ( ) ( )

T
c c c

T
o o o

W t S t W S t W t S S W t

W t S t W S t W t S S W t .

c

o

t

The Matlab program that computes the time-limited grammians, frequency-limited
grammians, and time- and frequency-limited grammians is given in Appendix A.7.

Example 4.11. The Matlab code for this example is in Appendix B.  Analyze a
simple system as in Example 4.9, and obtain the time- and frequency-limited
grammians for the time segment T [0, ] , where t is varying from 0 to 25 s and for

the band [0, ] , where  is varying from 0 to 20 rad/s.

The grammians in modal coordinates are obtained from (4.115), and their plots
for the three modes are shown in Figs. 4.9(a),(b),(c). The plots show that grammians 
grow exponentially with time and that for ,i i = 1, 2, 3 ( i  is the ith natural

frequency, 1 2.55 rad/s, 2 7.74  rad/s, and 3 12.38  rad/s) the grammians 
achieve constant value.

(a)

Figure 4.9. Hankel singular values versus time and frequency for (a) first mode.
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Figure 4.9. Hankel singular values versus time and frequency for (b) second mode; and
(c) third mode.
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4.12  Discrete-Time Grammians in Limited-Time
   and -Frequency Range 

The above time- and frequency-limited grammians were determined for the 
continuous time and frequencies. If the time or frequency range is discrete, the 
grammians are determined differently.

Let the discrete-time state-space representation be  and let the sampling 
time be  We obtain from (4.11) the discrete-time controllability grammian 

 over the time interval [

( , , ),A B C
.t

( )cW k 0, ],k t

 (4.119) ( ) T
c kW k k

where  is the controllability matrixk

1 .k
k B AB A B  (4.120) 

Similarly we find the discrete-time observability grammian  for the time
interval [

( )oW k
0, ],k t

 (4.121) ( ) ,T
o kW k k

where  is the observability matrix,k

1

.k

k

C

CA

CA

 (4.122) 

For the discrete-time system  of sampling frequency( , , )A B C t  the Nyquist

frequency n  (in rad/s) is given as

.n t
 (4.123) 

We determine the frequency-limited grammians, over the frequency interval

1 2[ , ]  where 2 1,  as follows; see [74]:

 (4.124) 

*

*

( ) ( ) ( ) ,

( ) ( ) ( ) ,

c c

o o

W W S S W

W W S S W

c

o
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where

2( ) ( ) ( )S S S 1  (4.125) 

and

/1
( ) 2 ln( ) .

2
nj

n

S I j e I A  (4.126) 

It is not difficult to check that for 1 0  and 2 n  one obtains 
1
2( ) ([0, ]) ,nS S I  which gives W W( )c c  and W W( ) .o o

Example 4.12. Consider a discrete-time simple system from Fig. 1.1 with sampling 
time  with masses0.01 s,t 1 2 3 1m m m , stiffnesses k k1 2 3 3,k

ik
and a damping matrix proportional to the stiffness matrix, D = 0.001K or 

i = 1, 2, 3, 4. There is a single input force at mass 3 and velocity of 
mass 1 is the output. Find the Hankel singular values for the frequency ranges

4 0,k

0.01 ,id

[0, ] , where  varies from 0 to 4 rad/s.

The system natural frequencies are 1 0.77  rad/s, 2 2.16,  and 3 3.12,

and its Hankel singular values (for the infinite-frequency range) are 1 203.40,

2 46.69,  and 3 9.95.  The Hankel singular values for the frequency ranges
[0, ]  for [0, 4]  rad/s were calculated using (4.124), and are plotted in

Fig. 4.10. It is interesting to notice that each Hankel singular value reaches its 
maximal value (equal to the Hankel singular value of the infinite-frequency range)
for a frequency range that includes the corresponding natural frequency.
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Figure 4.10. Hankel singular values versus frequency range [0, ]  rad/s of a discrete-time

system: If frequency range includes the natural frequency the corresponding Hankel singular
value reaches its maximum.
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5
Norms

how to quantify structural dynamics

Measure what is measurable,
and make measurable what is not so.

—Galileo Galilei

System norms serve as a measure of intensity of its response to standard excitations,
such as unit impulse, or white noise of unit standard deviation. The standardized
response allows comparing different systems. Three system norms, H2, H , and 
Hankel are used in this book. We show that for flexible structures the H2 norm has 
an additive property: it is a root-mean-square (rms) sum of the norms of individual
modes. We also show that the H and Hankel norms are determined from the 
corresponding modal norms, by selecting the largest one. All three norms of a mode
with multiple inputs (or outputs) can be decomposed into the rms sum of norms of a 
mode with a single input (or output). Later in this book these two properties allow
for the development of unique and efficient model reduction methods and 
actuator/sensor placement procedures.

5.1   Norms of the Continuous-Time Systems 

Three system norms, H2, H , and Hankel are analyzed in this book. Their properties
are derived and specified for structural applications. 

5.1.1  The H2 Norm

Let (A, B, C) be a system state-space representation of a linear system, and let 

be its transfer function. The H1( ) ( )G C j I A B 2 norm of the system is 
defined as 
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2
2

1
tr( ( ) ( )) .

2
G G G d  (5.1) 

Note that tr( ( ) ( ))G G  is the sum of the squared magnitudes of all of the

elements of ( )G , i.e., 2

,
tr ( ( ) ( )) ( ) .klk l

G G g j  Thus, it can be 

interpreted as an average gain of the system, performed over all the elements of the 
matrix transfer function and over all frequencies. 

Since the transfer function ( )G  is the Fourier transform of the system impulse
response ( ),g t  from the Parseval theorem the above definition can be written as an 
average of the impulse response 

2 2
2 2 0

( ) tr( ( ) ( )) .TG g t g t g t dt  (5.2) 

Again,  is the sum of squared magnitudes of impulse responses, that is,tr( ( ) ( ))Tg t g t
2

,
tr( ( ) ( )) ( )T

klk l
g t g t g t . Thus, it can be interpreted as an average impulse

response of the system.

A system rms response to the white noise input is the third interpretation of the
H2 norm. Let u be a stationary random input with spectral density ( ).uS  A system

response y is a stationary random process. Its spectral density ( )yS  is obtained 

from the following equation, see, for example, [102],

*( ) ( ) ( ) ( )y uS G j S G j .

For the unit variance white noise input we have ( ) ;uS I  therefore, the output 

spectrum is *( ) ( ) (yS G j G j ) . The rms system response 2
y  we obtain as an

average of the output spectra 

2 *

0 0

2*
20

1 1
tr( ( )) tr( ( ) ( ))

2 2

1
tr( ( ) ( )) ,

2

y yS d G j G j d

G j G j d G

showing equivalence of the H2 norm and the rms system response to the white noise 
excitation.

A convenient way to determine the H2 norm is to use the following formula:

2
tr( ) tr( ) ,T

cG C CW BB WT
o  (5.3) 
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where  and  are the controllability and observability grammians.cW oW

5.1.2  The H  Norm

The H  norm is defined as 

2

( ) 0 2

( )
sup

( )u t

y t
G

u t
 (5.4) 

or, alternatively, as 

maxmax ( ( )),G G  (5.5) 

where max ( ( ))G is the largest singular value of ( )G . The peak of the transfer

function magnitude is the H  norm of a single-input–single-output system
max ( ) .G G

This norm is particularly applicable to the system analysis and controller design 
since it is an induced norm, i.e., it can provide the bounds of the system output 
errors. Namely, let u and y be the system input and output, respectively, and G its
transfer function, then from (5.4) we obtain 

2
.y G u

2
 (5.6) 

We can see from the above inequality and (5.5) that G  is the worst-case gain for 

sinusoidal inputs at any frequency, i.e., that it gives the bound of the output error. 

There exists no general relationship between the H2 and H  norms (for flexible 
structures we derive this relationship later in this chapter). However, we would like
to emphasize the difference between these two norms, see [129, p. 154]. In 
minimizing the H2 norm one decreases the transfer function in average direction and 
average frequency (minimizes the sum of square of all singular values over all
frequencies). In minimizing the H  norm one decreases the transfer function in the
worst direction and worst frequency (minimizes the largest singular value).

The H  norm can be computed as a maximal value of  such that the solution S
of the following algebraic Riccati equation is positive definite: 

2 0.T TA S SA SBB S C CT  (5.7) 

This is an iterative procedure where one starts with a large value of  and reduces it 
until negative eigenvalues of S appear. 
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5.1.3  The Hankel Norm

The Hankel norm of a system is a measure of the effect of its past input on its future 
output, or the amount of energy stored in and, subsequently, retrieved from the 
system [12, p. 103]. It is defined as

2

2

( ) ( ) 0 for 0,
sup    where

( ) 0  for 0.( )h

y t u t t
G

y t tu t
 (5.8) 

Comparing the definitions (5.4) of the H  norm and (5.8) of the Hankel norm we see 
that the H norm is defined as the largest output for all possible inputs contained in 
the unit ball, while the Hankel norm is defined the largest future output for all the 
past inputs from the unit ball. From these definitions it follows that the Hankel norm
never exceeds the H norm (since the set of outputs used to evaluate the Hankel 
norm is a subset of outputs used to evaluate the H  norm); thus, 

.
h

G G  (5.9) 

The Hankel norm can be determined from the controllability and observability
grammians as follows: 

max ( c oh
G W ),W  (5.10) 

where max (.)  denotes the largest eigenvalue, and ,  are the controllability
and observability grammians, respectively. Thus, it follows from the definition of 
the Hankel singular value (4.8) that the Hankel norm of the system is the largest 
Hankel singular value of the system,

cW oW

max ,

max .
h

G  (5.11) 

Additionally, the Hankel and H  norms are related to the Hankel singular values
as follows; see [129, p. 156]:

max max
1 1

2 . 2
N N

ih h
i i

G G .i  (5.12) 

This estimation is rather rough since it says that max max2 . However, for 
structures, more precise estimation can be obtained, as shown later in this chapter. 
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5.2   Norms of the Discrete-Time Systems 

In this section we present the H2, H , and Hankel norms for the discrete-time
systems, and compare them with the norms of the continuous-time systems.

5.2.1  The H2 Norm 

The discrete-time H2 norm is defined as an rms sum of integrals of the magnitudes of 
its transfer function, or as an rms sum of the impulse response 

1/ 21/ 2
2 * 2

2 0
0

1
tr( ( ) ( ) ( ) .

2
j j

d d d d
i

G G e G e d g i t  (5.13) 

In the above equation ,t  and ( )dg i t  is the impulse response of the discrete-
time system at .t i t

Similarly to the continuous-time case we calculate the H2 norm using the 
discrete-time grammians  and dcW ,doW

2
2

tr( ) tr( ).T
d dc d dG C CW B B WT

do  (5.14) 

A relationship between the discrete- and continuous-time H2 norms is derived by
introducing the relationships between discrete- and continuous-time grammians, as
in (4.19) and (4.21) to the above equation. In this way one obtains

2 2

1
.dG G

t
 (5.15) 

As we shall see, unlike the Hankel and H  norm cases, the discrete-time H2 norm
does not converge to the continuous-time H2 norm when the sampling time
approaches zero. This can be explained by the system impulse responses. The 
continuous-time H2 norm is obtained from the continuous-time unit impulse
response

2 2
2

0

( ) ,G g d

which can be approximated as 

2 2
2

0

( )
i

G g i t .t  (5.16) 
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The value of the applied impulse was 1. Note, however, that for the discrete-time
system the impulse response is evaluated for the impulse value t . Indeed, for the 
discrete-time system the impulse amplitude was 1 and its duration was . Thus the 
impulse value in this case, as a product of its amplitude and duration, is . For this 
reason the relationship between the impulse responses of the continuous-time system
and the equivalent discrete-time system is

t
t

( )
( ) d .

g i t
g i t

t

Introducing the latter equation to (5.16) we obtain 

22 2
2 2

0

1 1
( )d d

i

G g i t G
t t

,

which is identical with (5.15). 

5.2.2  The H  Norm 

The H  norm of the discrete-time system is defined as (see [15]),

maxmax ( ) .j t
d d

t
G G e

);

 (5.17) 

Since for a small enough sampling time the discrete-time transfer function is 
approximately equal to the continuous-time transfer function, see [15],

( ) (j t
dG e G j

therefore, the discrete-time H  norm is equal to the continuous-time H  norm

0
limd
t

G G  (5.18) 

for the sampling time approaching zero. 

5.2.3  The Hankel Norm 

The Hankel norm of a discrete-time system is its largest Hankel singular value 

max ,d h i
G di  (5.19) 
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where subscript d denotes a discrete-time system. In Chapter 4 we showed that the 
discrete-time Hankel singular values converge to the continuous-time Hankel 
singular values, see (4.23); therefore, the discrete-time Hankel norms converge to 
the continuous-time Hankel norms when the sampling time approaches zero, 

0
lim dh ht

G G  (5.20) 

(absence of subscript “d” denotes a continuous-time system).

5.3   Norms of a Single Mode 

For structures in the modal representation, each mode is independent, thus the norms
of a single mode are independent as well (they depend on the mode properties, but
not on other modes).

5.3.1  The H2 Norm 

Define i  as a half-power frequency at the ith resonance, 2i i i , see [18],
[33]. This variable is a frequency segment at the ith resonance for which the value of 
the power spectrum is one-half of its maximal value. The determination of the half-
power frequency is illustrated in Fig. 5.1. The half-power frequency is the width of 
the shaded area in this figure, obtained as a cross section of the resonance peak at the 
height of / 2ih , where  is the height of the resonance peak. ih

Consider the ith natural mode and its state-space representation ( ,
see (2.52). For this representation we obtain the following closed-form expression 
for the H

, , )mi mi miA B C

2 norm:

Property 5.1. H2 Norm of a Mode. Let  be the 
transfer function of the ith mode. The H

1( ) ( )i mi miG C j I A Bmi

2 norm of the ith mode is 

2 2 2 2
2

2
2 2

mi mi mi mi
i i

i i i

B C B C
G .i (5.21)

Proof. From the definition of the H2 norm and (4.45) we obtain

2 2 2
tr( ) ( ) (2 ).T

i mi mi ci mi mi iG C C W B C i
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We determine the norm of the second-order modal representation ( , , , )i i i ib c

by replacing ,mi miB C  with , respectively. Note also that ,i ib c
2iG is the modal cost 

of Skelton [124], Skelton and Hughes [126]. The Matlab function norm_H2.m in 
Appendix A.9 can be used to compute modal H2 norms.

0
0

mode 1 mode 2 

2 2G

2G

2

2

m
ag

ni
tu

de

1

1 2 3 4

frequency, rad/s 

Figure 5.1.  The determination of the half-power frequency, H2 norm and H  norm for the 
second mode.

Example 5.1. In this example we illustrate the determination of the H2 norm for a 
simple system as in Fig. 1.1. For this system, the masses are 1 11,m  and 

 while the stiffness coefficients are
2 5,m

3 10,m 1 10,k 2 50,k 3 55,k  and 
The damping matrix is proportional to the stiffness matrix D = 0.01K. The single 
input u is applied simultaneously to the three masses, such that

4 10.k

1 ,f u 2 2 ,f u

3 5 ,f u  and the output is a linear combination of the mass displacements,

 where  is the displacement of the ith mass and 1 22 2 3y q q q3, iq if  is the force 
applied to that mass.

The transfer function of the system and of each mode is shown in Fig. 5.2. We 
can see that each mode is dominant in the neighborhood of the mode natural
frequency, thus the system transfer function coincides with the mode transfer 
function near this frequency. The shaded area shown in Fig. 5.3(a) is the H2 norm of 
the mode. Note that this area is shown in the logarithmic scale for visualization 
purposes and that most of the actual area is included in the neighborhood of the 
peak; compare with the same plot in Fig. 5.1 in the linear coordinates. The system
H2 norm is shown as the shaded area in Fig. 5.3(b), which is approximately a sum of 
areas of each of the modes.

The H2 norms of the modes determined from the transfer function are 

1 2
1.9399,G 2 2

0.3152,G 3 2
0.4405,G  and the system norm is

2
2.0141.G It is easy to check that these norms satisfy (5.25) since 

2 2 22.0141 0.3152 0.4405 2.0141.
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Figure 5.2.  The transfer function of the structure (solid line) and of each mode: Mode 1 
(dashed line), mode 2 (dash–dotted line), and mode 3 (dotted line).

5.3.2  The H   Norm 

The H  norm of a natural mode can be expressed approximately in the closed-form
as follows: 

Property 5.2. H  Norm of a Mode.  Consider the ith mode ( , or,mi mi miA B C )

( , , , )i i mi mib c .  Its H  norm is estimated as 

2 2 2 .
2 2

mi mi mi mi
i

i i i i

B C b c
G 2  (5.22) 

Proof. In order to prove this, note that the largest amplitude of the mode is
approximately at the ith natural frequency; thus, 

max 2
max

( )
( ( ))

2 2
mi mimi mi

i i i
i i i i

B CC B
G G 2 .
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The modal H norms can be calculated using the Matlab function norm_Hinf.m
given in Appendix A.10. 
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Figure 5.3.  H2 and H  norms (a) of the second mode; and (b) of the system.

Example 5.2. In this example we illustrate the determination of the H norm of a 
simple structure, as in Example 5.1, and of its modes.

The H  norm of the second mode is shown in Fig. 5.3(a) as the height of the 
second resonance peak. The H norm of the system is shown in Fig. 5.3(b) as the 
height of the highest (first in this case) resonance peak. The H  norms of the modes,
determined from the transfer function, are 1 18.9229,G 2 1.7454,G

3 1.2176,G  and the system norm is 1 18.9619.G G

5.3.3  The Hankel Norm

This norm is approximately evaluated from the following closed-form formula:

Property 5.3. Hankel Norm of a Mode.  Consider the ith mode in the state- 
space form ( , , or the corresponding second-order form,mi mi miA B C )

( , , , )i i mi mib c . Its Hankel norm is determined from 
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2 2 2 .
4 4

mi mi mi mi
i ih

i i i i

B C b c
G 2  (5.23) 

The modal Hankel norms can be calculated using the Matlab function
norm_Hankel.m given in Appendix A.11. 

5.3.4  Norm Comparison 

Comparing (5.21), (5.22), and (5.23) we obtain the approximate relationships
between H2, H , and Hankel norms

2
2i i i ih

G G G .i  (5.24) 

The above relationship is illustrated in Fig. 5.4, using (5.21), (5.22), and (5.23), 
assuming the same actuator and sensor locations.
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Figure 5.4. Modal norms versus .i i

Example 5.3. The Matlab code for this example is in Appendix B.  Consider a 
truss presented in Fig. 1.2. Vertical control forces are applied at nodes 9 and 10, and 
the output rates are measured in the horizontal direction at nodes 4 and 5. Determine
the H2 and H  norms for each mode.

The norms are given in Fig. 5.5(a). From (5.24) it follows that the ratio of the H2

and H  norms is 
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2 0.707 ;
i

i i i
i

G

G

hence, the relationship between the H  and H2 norms depends on the width of the 
resonance. For a wide resonant peak (large i ) the H2 norm of the ith mode is 

larger than the corresponding H  norm. For a narrow resonant peak (small i ) the 

H  norm of the ith mode is larger than the corresponding H2 norm.  This is visible in 
Fig. 5.5(a), where neither norm is dominant.
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Figure 5.5.  The 2D truss: (a) H2 ( ) and H  ( ) approximate norms; and (b) the exact ( )
and the approximate ( ) Hankel singular values.

Next, we obtained the exact Hankel singular values, and the approximate values
from (5.10) and (5.23), respectively, and they are shown in Fig. 5.5(b), where we 
can see a good coincidence between the exact and approximate values. 

5.4   Norms of a Structure 

The H2, H , and Hankel norms of a structure are expressed in terms of the norms of 
its modes. The decomposition of the system norms in terms of its modal norms
allows for the derivation of useful structural properties that are used in the dynamics
and control algorithms presented in this book. 
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5.4.1  The H2 Norm

For a structure the H2 norm is obtained as follows: 

Property 5.4. H2 Norm of a Structure.  Let  be the

transfer function of a structure, and let ( , be its modal state-space 
representation. The system H

1( ) ( )m mG C j I A Bm

),m m mA B C

2 norm is, approximately, the rms sum of the modal
norms

2
2 2

1

,
n

i
i

G G  (5.25) 

where n is the number of modes, and 1( )i mi mi miG C j I A B .

Proof. Since the controllability grammian  in modal coordinates is diagonally
dominant, its H

cW

2 norm is as follows: 

22
2 2

1 1

tr( ) tr( )
n n

T T
m m c mi mi ci i

i i

G C C W C C W G .

This property is illustrated in Fig. 5.6(a). 

5.4.2  The H  Norm

For a structure, the approximate H  norm is proportional to its largest Hankel
singular value max . The modal H norms can be calculated using the Matlab 
function norm_Hinf.m given in Appendix A.10. 

Property 5.5. H  Norm of a Structure. Due to the almost independence of the 
modes, the system H  norm is the largest of the mode norms, i.e., 

max i
i

G G , i = 1, …, n. (5.26) 

This property is illustrated in Fig. 5.6(b), and it says that for a single-input–
single-output system the largest modal peak response determines the worst-case
response.

Example 5.4.   Determine the H norm of a system and of a single almost-balanced
mode using the Ricccati equation (5.7).
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The norm is a smallest positive parameter  such that the solution S of this 
equation is positive definite. Due to the almost-independence of the modes the 
solution S of the Riccati equation is diagonally dominant, 1 2diag( , ,..., ),nS s s s
where, by inspection, one can find si as a solution of the following equation: 

(a) 2 2( ) 0, 1,2,..., ,T T T
i mi mi i i mi mi mi mis A A s B B C C i n

Figure 5.6. Combining modal norms into the norm of a structure for (a) H2 norm; and for (b) 
H  and Hankel norms.

and  is given by (2.52), miA miB  is a two-row block of mB corresponding to block 

 of  and  is a two-column block of  corresponding to block  of 

 For the almost-balanced mode the Lyapunov equations (4.5) are 
miA ,mA miC mC miA

.mA

( )

( )

T T
i mi mi mi mi

T T
i mi mi mi mi

A A B B

A A C C

0,

0.

Introducing them to (a) we obtain 

2 2( ) ( ) ( )T T
i mi mi i i i mi mi i mi mis A A s A A A A 0T

or, for a stable system,

2
2 2 0i
i i i

i

s s

with two solutions (1)
is  and (2) ,is

2
(1) (1 )

2
i

i
i

s i ,
2

(2) (1 )
,

2
i i

i
i

s         and
2

2

4
1 .i

i
i

2

2
G

2
1 2

G

2
2 2

G

2

2nG

(a)

2G

nG

max

(b)
1G

G

structuren modesn modes structure
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For 2i i  one obtains (1) (2) 2 .i i is s i  Moreover, 2i i is the smallest

i  for which a positive solution is  exists. This is indicated in Fig. 5.7 by plots of 
(1)
is  (solid line) and (2)

is  (dashed line) versus i  for 0.25, 0.5, 1, 2, 3, and 4;i

circles “ ” denote locations for which max 2 .i iG i

In order to obtain S positive definite, all is  must be positive. Thus, the largest i

from the set 1 2, , n  is the smallest one for which S is positive definite,

which can easily be verified in Fig. 5.7. Thus,

maxmax 2i
i

G .
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Figure 5.7 Solutions (1)
is (solid lines) and (2)

is  (dashed lines): Note that 2i i  at 

locations marked “ ”.

5.4.3  The Hankel Norm

For a structure the Hankel norm is obtained as follows:

Property 5.6. Hankel Norm of a Structure. The Hankel norm of the structure 
is the largest norm of its modes, and it is half of the H  norm, i.e., 

maxmax 0.5 ,ih hi
G G G  (5.27) 

where max   is the largest Hankel singular value of the system.

This property is illustrated in Fig. 5.6(b). 
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5.5   Norms of a Structure with a Filter 

In structural testing or in controller design a structure is often equipped with a filter. 
The filter models disturbances or shapes the system performance. In the following 
we will analyze how the filter addition impacts the structural and modal norms.
Consider a filter with a diagonal transfer function ( )F . The diagonal ( )F  of 
order s represents the input filter without cross-coupling between the inputs. 
Similarly, the diagonal ( )F  of order r represents the output filter without cross-

coupling between the outputs. Denote by i  the magnitude of the filter response at 
the ith natural frequency

*( ) ( ) ( ).i i iF F F i  (5.28) 

The filter is smooth if the slope of its transfer function is small when compared to
the slope of the structure near the resonance, that is, at the half-power frequency

max max( ) ( )F G
       for [ 0.5 , 0.5 ],i i i i  (5.29) 

for  Above, 1, , .i n max ( )X denotes the maximal singular value of X and i

denotes the half-power frequency at the ith resonance.  The smoothness property is
illustrated in Fig. 5.8. 

5.5.1  The H2 Norm

With the above assumptions the following property is valid: 

Property 5.7.  H2 Norm of a Structure with a Filter. The norm of a structure 
with a smooth filter is approximately an rms sum of scaled modal norms 

22
2 2

1

,
n

i i
i

GF G  (5.30) 

and the norm of the ith mode with a smooth filter is a scaled norm 

2
,i i iG F G

2
 (5.31) 

where the scaling factor i  is given by (5.28).

Proof.  Note that for the smooth filter the transfer function GF preserves the 
properties of a flexible structure given by Property 2.1; thus, 
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Figure 5.8. Comparing magnitudes of a transfer function of a structure (solid line) and a
smooth filter (dashed line).

Property 5.7 says that a norm of a smooth filter in series with a flexible structure 
is approximately equal to the norm of a structure scaled by the filter gains at natural 
frequencies.

For a single-input–single-output system we obtain the following: 
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(5.32)

A similar result to Property 5.7 holds for a structure with a filter at the output.
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5.5.2  The H  Norm

Similarly to the H2 norm, we consider a structure G with a smooth input filter F. The 
following property is valid: 

Property 5.8. H  Norm of a Structure with a Filter. The H  norm of a 
structure with a smooth filter is equal to the H  norm of the structure with scaled
modes

max( ), 1, ,i i
i

GF G i n  (5.33) 

and the norm of the ith mode with a smooth filter is equivalent to the norm of the 
scaled mode 

,i i iG F G  (5.34) 

where the scaling factor i  is defined in (5.28).

Proof.  Note that for a smooth filter the transfer function GF preserves the properties 
of a flexible structure given by Property 2.1; thus, 

max max

max

sup ( ( ) ( )) max ( ( ) ( ))

max ( ( ) ) max( ).

i i
i

i i i i i
i i

GF G F G F

G G

In the above approximation we took into consideration the fact that
( ) (k kGF G F )  which can be proven as follows: 

2 * * * *

2 * * 2

( ) ( ) ( )

( ) ( ) (

k k k

k k k

GF F G GF FF G G

).F G G F G G F G F

The above property says that a norm of a smooth filter in series with a flexible
structure is approximately equal to the norm of a structure scaled by the filter gains 
at the natural frequencies. 

For a single-input–single-output system the above formulas simplify to 

max( ),

.

i i
i

i i i

GF G

G F G
 (5.35) 

A similar result to Property 5.8 holds for a structure with a filter at the output.
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5.5.3  The Hankel Norm

Properties of the Hankel norm of a structure with a filter are similar to the H  norm:

Property 5.9. Hankel Norm of a Structure with a Filter. The Hankel norm 
of a structure with a smooth filter is equal to the Hankel norm of the structure with
scaled modes

max( )i ih hi
GF G , i = 1, …, n, (5.36) 

and the norm of the ith mode with a smooth filter is equivalent to the norm of the 
scaled mode 

,i i ih
G F G

h
 (5.37) 

where the scaling factor i  is defined as
2

( )i iF .

For a single-input–single-output system the above formulas simplify to 

max( ),

.

i ih hi

i i ih h

GF G

G F G
 (5.38) 

A similar result to Property 5.9 holds for a structure with a filter at the output.

5.6   Norms of a Structure with Actuators
        and Sensors 

Consider a flexible structure with s actuators (or s inputs) and n modes, so that the 
modal input matrix B consists of n block-rows of dimension 2  s

1

2 ,

m

m
m

mn

B

B
B

B

 (5.39) 

and the ith block-row miB  of mB  that corresponds to the ith mode has the form

1 2 ,mi mi mi misB B B B  (5.40) 
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where mikB  corresponds to the kth actuator at the ith mode.

Similarly to the actuator properties we derive sensor properties. For r sensors of 
an n mode structure the output matrix is as follows: 

         where1 2 ,m m m mnC C C C

1

2 ,

m i

m i
mi

mri

C

C
C

C

 (5.41) 

where  is the output matrix of the ith mode and  is the 1 2 block of the jth

output at the ith mode.
miC mjiC

The question arises as to how the norm of a structure with a single actuator or 
sensor corresponds to the norm of the same structure with a set of multiple actuators
or sensors. The answer is in the following properties of the H2, H , and Hankel 
norms.

5.6.1  The H2 Norm

The H2 norm has the following property:

Property 5.10. Additive Property of the H2 Norm for a Set of Actuators 
and for a Mode. The H2 norm of the ith mode of a structure with a set of s 
actuators is the rms sum of H2 norms of the mode with each single actuator from this 
set, i.e., 

2

2 2
1

s

i
j

G Gij , i = 1, …, n. (5.42)

Proof. From (5.21) one obtains the norm of the ith mode with the jth actuator 

2
( ijG )  and the norm of the ith mode with all actuators 

2
( )iG ,

22 2
22

, .
2 2

mij mi mi mi
ij i

i i i i

B C B C
G G 2

But, from the definition of the norm and from (5.40), it follows that 

2

2 2
1

,
s

mi mij
j

B B  (5.43) 



Norms          129 

introducing the above equation to the previous one, one obtains (5.42).

This property is illustrated in Fig. 5.9(a). 

In the following a similar property is derived for a whole structure: 

Property 5.11. Additive Property of the H2 Norm for a Set of Actuators 
and for a Structure. The H2 norm of a structure with a set of s actuators is the 
rms sum of norms of a structure with each single actuator from this set, 

2

2 2
1

.
s

j
j

G G  (5.44) 

Proof.  From (5.25) and (5.42) one obtains 

2 22
2 2 2 2

1 1 1 1 1 1

.
n n s s n s

i ij ij
i i j j i j

G G G G G
2

2j

This property is illustrated in Fig. 5.10. 

Similarly to the actuator properties we derive sensor properties. For r sensors of 
an n mode structure the output matrix is as in (5.41). For this output matrix the 
following property is obtained: 

Property 5.12. Additive Property of the H2 Norm for a Set of Sensors 
and for a Mode.  The H2 norm of the ith mode of a structure with a set of r sensors 
is the rms sum of the H2 norms of the mode with each single actuator from this set,
i.e.,

2
2

1

,
r

i
k

G G
2ki i = 1, …, n. (5.45)

Proof.  Denote the norm of the ith mode with the kth sensor 
2

( kiG ) and the norm

of the ith mode with all sensors 
2

( iG ).  From (5.21) we have 

2 2 2
2 2

, .
2 2

mi mki mi mi
ik i

i i i i

B C B C
G G 2  (5.46) 

From (5.41) it follows that
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2
2

1

.
r

mi mki
k

C C
2
2

 (5.47) 

Introducing the above equation to (5.46), we obtain (5.45).

This property is illustrated in Fig. 5.9(b). 

In the following a similar property is derived for a whole structure: 

Property 5.13. Additive Property of the H2 Norm for a Set of Sensors 
and for a Structure. The H2 norm of a structure with a set of r sensors is the rms
sum of the H2  norms of a structure with each single actuator from this set, 

2

2 2
1

.
r

j
j

G G  (5.48) 

Proof. Similar to the proof of Property 5.11.

Equations (5.44) and (5.48) show that the H2 norm of a mode with a set of 
actuators (sensors) is the rms sum of the H2 norms of this mode with a single 
actuator (sensor). This is illustrated in Fig. 5.9(a),(b). The H2 norm of a structure is 
also the rms sum of the H2 norms of modes, as shown in (5.44) and (5.48), and this 
fact is illustrated in Fig. 5.6(a) and 5.10.

5.6.2  The H  Norm

Consider a flexible structure with s actuators (or s inputs). Similarly to the H2 norm,
the question arises as to how the H  norm of a structure with a single actuator 
corresponds to the H  norm of the same structure with a set of s actuators. The 
answer is in the following property:

Property 5.14. Additive Property of the H  Norm for a Set of Actuators
and for a Mode.  The H  norm of the ith mode of a structure with a set of s 
actuators is the rms sum of norms of the mode with each single actuator from this 
set, i.e., 

2

1

s

i
j

G Gij , i = 1, …, n. (5.49) 

Proof. From (5.22) one obtains the norm of the ith mode with the jth actuator 

( ijG )  and the norm of the ith mode with all actuators ( )iG ,
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Introducing (5.43) to the above equation, we obtain (5.49).
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Figure 5.9. Combining (a) actuator norms and (b) sensor norms into the H2, H , and Hankel
norms of a mode.

Similarly to the actuator properties one can derive sensor properties:

Property 5.15. Additive Property of the H  Norm for a Set of Sensors 
and for a Mode. The H  norm of the ith mode of a structure with a set of r
sensors is the rms sum of norms of the mode with each single actuator from this set,
i.e.,

2

1

r

i
k

G Gki , i = 1, …, n. (5.50) 

Proof.  Denote the norm of the ith mode with the kth sensor ( kiG )  and the norm

of the ith mode with all sensors ( ).iG  From (5.22) we have 

2 2 2, .
2 2

mi mki mi mi
ik i

i i i i

B C B C
G G 2

Introducing (5.47) to the above equation, we obtain (5.50).

Equations (5.49) and (5.50) show that the H norm of a mode with a set of 
actuators (sensors) is the rms sum of the H  norms of this mode with a single 
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actuator (sensor). This is illustrated in Fig. 5.9(a),(b). Note, however, that unlike the
H2 norm, this property does not hold for the whole structure. Instead, the maximum
norm rule is applied; see (5.26) and Fig. 5.10. 

5.6.3  The Hankel Norm

Since the Hankel norm is approximately one-half of the H  norm 0.5i ih
G G

and 0.5 ;
h

G G therefore, Properties 5.14 and 5.15 of the H  norm apply to 

the Hankel norm as well, namely:

Property 5.16. Additive Property of the Hankel Norm for a Set of 
Actuators and for a Mode.  The Hankel singular value (Hankel norm) of the ith 
mode of a structure with a set of s actuators is the rms sum of the Hankel singular 
values of the mode with each single actuator from this set, i.e., 

2

1

s

i
j

ij , i = 1, …, n.                   (5.51) 

The sensor properties are similar:

Property 5.17. Additive Property of the Hankel Norm for a Set of 
Sensors and for a Mode. The Hankel singular value (Hankel norm) of the ith 
mode of a structure with a set of r sensors is the rms sum of the Hankel singular 
values of the mode with each single sensor from this set, i.e., 

2

1

r

i
k

ki , i = 1, …,n.                     (5.52) 

Equations (5.42), (5.45), (5.49)–(5.52) show that the norms of a mode are the rms
sums of norms of actuators or sensors for this mode. Additionally, equations (5.25)–
(5.27) show that the norms of a structure can be obtained from norms of modes,
either through the rms sum (H2 norm), or through the selection of the largest modal
norm (H  and Hankel norms). This decomposition is very useful in the analysis of 
structural properties, as will be shown later, and is illustrated in Fig. 5.10 for
actuators. A similar figure might be drawn for sensor norm decomposition.

Example 5.5. Using norms in structural damage detection problems.  In this 
example we illustrate the application of modal and sensor norms to determine
damage locations; in particular, using the H2 norm we localize damaged elements of 
a structure, and assess the impact of the damage on the natural modes of the
damaged structure.
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Denote the norm of the jth sensor of a healthy structure by
2shjG , and the norm of 

the jth sensor of a damaged structure by
2

.sdjG  The jth sensor index of the 

structural damage is defined as a weighted difference between the jth sensor norms
of a healthy and damaged structure, i.e., 
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Figure 5.10. Combining modal norms and actuator norms into norms of a structure (H2, H ,
and Hankel).
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Figure 5.11. The beam structure: Healthy elements are black, damaged elements are gray,
and numbers refer to the sensors. 

The sensor index reflects the impact of the structural damage on the jth sensor. 

Similarly, denote the norm of the ith mode of a healthy structure by
2mhiG , and 

the norm of the ith mode of a damaged structure by
2mdiG . The ith mode index of 

the structural damage is defined as a weighted difference between the ith mode norm
of a healthy and damaged structure, i.e., 

2 2
2 2

2

2

.
mhi mdi

mi

mhi

G G

G

The ith mode index reflects the impact of the structural damage on the ith mode.

The question arises as to how to measure the sensor and modal norms. It follows 
from (5.21) that the norm is determined from the system natural frequencies, modal
damping ratios, and the modal input and output gains. The gains, on the other hand, 
are determined from the natural mode shapes at the actuator and sensor locations.
Thus, the measurements of natural frequencies, modal damping, and the modal
displacements at the actuator and sensor locations of healthy and damaged structures 
allows for the localization of structural damage.

We analyze a beam structure with fixed ends as in Fig. 5.11. The cross-section 
area of the steel beams is 1 cm2. We consider two cases of damage. The first damage
is modeled as a 20% reduction of the stiffness of beam No. 5, and the second case is
modeled as a 20% reduction of the stiffness of beam No. 17. The structure is more
densely divided near the damage locations to reflect more accurately the stress 
concentration. Nineteen strain-gauge sensors are placed at beams 1 to 19. A vertical
force at node P excites the structure.
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For the first case the sensor and modal indices are shown in Fig. 5.12(a),(b). The
sensor indices in Fig. 5.12(a) indicate that sensor No. 5, located at the damaged
beam, indicates the largest changes. The modal indices in Fig. 5.12(b) show that the 
first mode is heavily affected by the damage.

The sensor and modal indices for the second case are shown in Fig. 5.13(a),(b).
Figure 5.13(a) shows the largest sensor index at location No. 17 of the damaged
beam. The modal indices in Fig. 5.13(b) show that the tenth and second modes are 
mostly affected by the damage.

5.7   Norms of a Generalized Structure

Consider a structure as in Fig. 3.10, with inputs w and u and outputs z and y.  Let
 be the transfer matrix from w to z, let  be the transfer matrix from w to y,

let  be the transfer matrix from u to z, and let  be the transfer matrix from u

to y. Let , ,  and  be the transfer functions of the ith mode.  The 

following multiplicative properties of modal norms hold: 

wzG wyG

uzG uyG

wziG uyiG ,wyiG uziG

Property 5.18. Modal Norms of a General Plant. The following norm 
relationships hold:

,   for 1, ,wzi uyi wyi uziG G G G i n  (5.53) 

where . denotes either H2, H , or Hankel norms. 

Proof.  We denote by mwB and muB  the modal input matrices of w and u,

respectively, and let  and  be the modal output matrices of z and y,

respectively, and let 
mzC myC

mwiB , muiB , , and  be their ith blocks related to the 

ith mode. The H
mziC myiC

 norms are approximately determined from (5.22) as 

22 2

2 2 2

, ,
2 2

, .
2 2

mui myimwi mzi
wzi uyi

i i i i

mwi myi mui mzi
wyi uzi

i i i i

B CB C
G G

B C B C
G G

2

2

Introducing the above equations to (5.53) the approximate equality is proven by
inspection. We prove similarly the H2 and Hankel norm properties, using (5.21) and 
(5.23) instead of (5.22).



136   Chapter 5 

0
0

2 4 6 8 10 12
sensor number

14 16 18 20

(a)

0.6
se

ns
or

 in
de

x 0.4

0.2

2

2 4 6 8
mode number

10 12

(b)

14

1.5

m
od

al
 in

de
x

1

0.5

0
16

Figure 5.12. Sensor and modal indices for the beam structure, damage case 1: Sensor index
for the damaged element No. 5 is high; the modal index shows that the first mode is
predominantly impacted.
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Figure 5.13. Sensor and modal indices for the beam structure, damage case 2: Sensor index
for the damaged element No. 17 is high; the modal index shows that modes Nos. 10, 2, and 4
are predominantly impacted.
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Property 5.18 shows that for each mode the product of norms of the performance
loop (i.e., from the disturbance to the performance) and the control loop (i.e., from
the actuators to the sensors) is approximately equal to the product of the norms of
the cross-couplings: between the disturbance and sensors, and between the actuators 
and performance. The physical meaning of this property lies in the fact that by
increasing the actuator–sensor connectivity, one increases automatically the cross-
connectivity for the ith mode: actuator-to-performance and disturbance-to-sensors. 
This shows that sensors not only respond to the actuator input, but also to 
disturbances, and actuators not only impact the sensors, but also the performance.

This property is important for the closed-loop design. For the plant as in Fig. 
3.11 one obtains 

wz uzz G w G u           and .wy uyy G w G u

The closed-loop transfer matrix  from w to z, with the controller K such that 
 is as follows: 

clG
,u Ky

 (5.54) 1( )cl wz uz uy wyG G G K I G K G .

From the second part of the right-hand side of the above equation it follows that the
controller impacts the closed-loop performance not only through the action from u to
y, but also through the cross-actions from u to z, and from w to y.  Therefore, if the 
transfer matrices  or  are zero, the controller has no impact whatsoever on

the performance z.  Thus the controller design task consists of simultaneous gain 
improvement between u and y, w and y, and u and z.  However, Property 5.18 shows 
that the improvement in  automatically leads to the improvement of and

 Thus, the task of actuator and sensor location simplifies to the manipulation of 

alone, as it will be shown later in this book. 

wyG uzG

uyG wyG

.uzG

uyG

5.8   Norms of the Discrete-Time Structures 

The norms of discrete-time structures are obtained in a similar way to the norms of
the continuous-time structures. First of all, the system matrix A in discrete-time
modal coordinates is block-diagonal, similar to the continuous-time case. For a
diagonal A the structural norms are determined from the norms of structural modes,
as described previously in this chapter. However, the norms of modes in discrete 
time are not exactly the same as the norms of modes for the continuous-time case. 
Later in this section they are obtained in closed-form and compared to the 
continuous-time norms.
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5.8.1  The H2 Norm 

The H2 norm of a structure is the rms sum of the H2 norms of its modes. The H2

norm of the ith mode, on the other hand, is obtained (similar to the continuous case) 
as follows: 

2
tr( )T

di di doi diG B W B  (5.55) 

or, alternatively,

2
tr( ).T

di di dci diG C W C  (5.56) 

Using the first equation, (3.50), and (4.19) we obtain 

2
2

1
tr( ) tr( ),T T T Toi

di mi i oi i mi mi i i mi
w

G B S W S B B S S
t t

B

where  is the continuous-time grammian given by (4.45). Note also that oiw

22

2(1 cos( )
.T i

i i
i

t
S S I

Thus,

2 2
2 22 2

2 2
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where
2iG is the H2 norm of the mode in continuous time. Therefore,

2
.di i iG k t G

2
 (5.57) 

For fast sampling ; thus,1ik

2
20

lim .
di

i
t

G
G

t
 (5.58) 

The above equation indicates that the discrete-time H2 norm does not converge to 
continuous time. This is a consequence of nonconvergence of the discrete-time
controllability and observability grammians, and to the continuous-time grammians;
see [109], [98], and Chapter 4 of this book.
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5.8.2  The H  Norm 

The H norm of a discrete-time system is defined as the peak magnitude over the 
segment 0 ,t  i.e., 

maxsup ( ) .j t
d d

t
G G e  (5.59) 

The H  norm of the ith mode is approximately equal to the magnitude of its transfer 
function at its resonant frequency i , thus,

1/ 2 *
max max( ) ( ) ( )i ij t j t j t

di di di diG G e G e G e ,i  (5.60) 

where is the discrete-time transfer function of the ith mode,diG i is its natural 

frequency, and max denotes its largest eigenvalue. 

In order to obtain its H  norm we use the discrete-time transfer function at 

i  of the ith mode as in (3.55). First, note that ij tz e

cos( ) sin( )i t j ti  and that, for small i , one can use the approximation

. Now using (3.55) we obtain 1i i t
i ie t

1 11
( )

12j tiz e i i

j
zI A

jt
.

For dmiB  as in (3.50) and 
0

,mi
oi

B
b

 the modal transfer function at its resonance 

frequency is therefore as follows: 

2

1 cos( ) sin( )
( ) .

sin( ) (1 cos( ))2
i imi

dmi i oi
i ii i

t j tC
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t j tt

Introducing the above to (5.60) we obtain 

1/ 2 * 2 2
max 2

( ) ( ) 1 cos( )i i
mi oij t j t

di di di i
i i

C b
G G e G e

t
,t

which can be presented in the following form:

,di i iG k G  (5.61) 

where iG  is the H norm of the continuous-time mode and  is the coefficient 

given by (4.84). Comparing the above equation with (5.63) we see that relationships
ik
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between the continuous- and discrete-time norms are similar for the H  and Hankel 
cases, and since  for 1ik 0t , the discrete-time H  norm converges to the 
continuous-time norm.

5.8.3  The Hankel Norm 

The Hankel norm of the discrete-time system is defined (similarly to the continuous-
time case) as a “geometric mean” of the discrete-time controllability and 
observability grammians, i.e., 

max (d dh
G W )c doW  (5.62) 

(subscript d is added to emphasize the discrete-time system). The grammians in
modal coordinates are diagonally dominant, therefore for a single (ith) mode we 
obtain, from (4.81), 

,di i ih
G k G

h
 (5.63) 

where 2(1 cos )i ik it t (see (4.84)) and di h
G  is the Hankel norm of the 

ith mode in discrete time, while i h
G is the same norm as the ith mode in 

continuous time. For fast sampling, i.e., when 0,t  one obtains  which 
means that the discrete Hankel norm converges to the continuous Hankel norm.

1,ik

5.8.4  Norm Comparison 

From (5.63), (5.61), and (5.57) we obtain the following relationship between the
norms of a single mode of a discrete-time system:

2
2di di i i dih

G G t G .  (5.64) 

Example 5.6.  Consider a beam in Fig. 1.4, divided into n = 15 elements, and its first 
15 modes. Let a vertical force be applied at node 6, and let its velocity be measured
at node 6 in the vertical direction. Determine the H2 and Hankel norms for their 
continuous- and discrete-time models.

The norms are plotted in Fig. 5.14. The beam’s largest natural frequency is 6221 
rad/s. We choose a sampling time of 0.0003 s. The Nyquist frequency for this
sampling time is / 10,472t  rad/s, so that the largest natural frequency is quite
close to the Nyquist frequency. The plots of the norms are shown in Fig. 5.14, for
the continuous-time model in solid line and for the discrete-time model in dotted 
line. The Hankel norms for the continuous- and discrete-time models are almost
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identical, except for some discrepancy at higher modes, with natural frequencies 
close to the Nyquist frequency. The H2 norms of the continuous- and discrete-time
systems are separated by a distance of 1/ 57.74t , as predicted in (5.58). 
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continuous and discrete 

0

102

104

106

108

1010

no
rm

10 20 30
state number

Figure 5.14. Hankel and H2 norms of a beam: Continuous-time model—solid line; discrete-
time model—dotted line. The Hankel norms almost coincide, while the H2 norms are 
distanced by  1/ t.
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6
Model Reduction 

how to obtain small but accurate models

Make everything as simple as possible,
but not simpler.
—Albert Einstein

Model reduction is a part of dynamic analysis, testing planning, and the control 
design of structures. Typically, a model with a large number of degrees of freedom,
such as one developed for static analysis, causes numerical difficulties in dynamic
analysis, to say nothing of the high computational cost. In system identification, on
the other hand, the order of the identified system is determined by the reduction of
the initially oversized model that includes a noise model. Finally, in structural 
control design the complexity and performance of a model-based controller depends 
on the order of the structural model. In all cases the reduction is a crucial part of the 
analysis and design. Thus, the reduced-order system solves the above problems if it 
acquires the essential properties of the full-order model.

Many reduction techniques have been developed. Some of them, as in [78],
[138], and [139], give optimal results, but they are complex and computationally
expensive. Some methods, comparatively simple, give results close to the optimal
one. The latter include balanced and modal truncation, see [109], [69], [81], [124],
[125], [128], [51], [53], and [64]. In this chapter we discuss the reduction in modal
coordinates.

6.1   Reduction Through Truncation 

In this chapter we consider a structural model in modal coordinates, namely, modal
models 1, 2, and 3, as in (2.52), (2.53), and (2.54)). The states of the model are
ordered as follows: 
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(6.1)

1

2

n

x

x

x

modal norm
indicator

x ,

where ix  is the state corresponding to the ith mode. It consists of two states; see 
(2.55), (2.56), and (2.57): 

1

2
.i

i
i

x
x

x
 (6.2) 

Let iG  denote either H2, H , or Hankel norms of the ith mode, and order the states 

in the state vector (6.1) in the descending norm order. Now, the norm of the first
mode is the largest one, and the norm of the last mode is the smallest, which is 
marked in (6.1) with the norm value indicator located to the right of the equation. In
the indicator the largest norm is marked in black and the smallest norm in white.

We obtain a reduced-order model by evaluating the modal states and truncating 
the least important. Since the modes with the smallest norm are the last ones in the 
state vector, a reduced-order model is obtained here by truncating the last states in 
the modal vector. How many of them? This will be determined later in this section 
by evaluating the reduction errors. Let  be the modal representation (the 
subscript m is dropped for simplicity of notation) corresponding to the modal state
vector x as in (6.1). Let x be partitioned as follows:

( , , )A B C

 ,r

t

x
x

x
 (6.3) 

where rx  is the vector of the retained states and tx is a vector of truncated states. If

there are k < n retained modes, rx  is a vector of 2k states, and tx is a vector of 
 2(n – k) states. Let the state triple  be partitioned accordingly,( , , )A B C

 (6.4) 
0

, ,
0
r r

r t
t t

A B
A B C

A B
.C C

,T

We obtain the reduced model by deleting the last 2(n – k) rows of A, B, and the last 
2(n – k) columns of A, C. Formally, this operation can be written as follows:

 (6.5) , ,T
r r rA LAL B LB C CL

where .2 0kL I
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Modal reduction by truncation of stable models always produces a stable reduced 
model, since the poles of the reduced model are a subset of the poles of the full-
order model.

The problem is to order the states so that the retained states rx  will be the best 
reproduction of the full system response. The choice depends on the definition of the 
reduction index.

6.2   Reduction Errors 

We use H2, H , and Hankel norms to evaluate the reduction errors. The first 
approach, based on the H2 norm, is connected to the Skelton reduction method, see
[125]. The second method, based on the H  and Hankel norms, is connected with the 
Moore reduction method; see [109].

6.2.1  H2  Model Reduction 

The H2 reduction error is defined as 

2 2
,re G G  (6.6) 

where G is the transfer function of the full model and  is the transfer function of 
the reduced model. Note that in modal coordinates the transfer function is a sum of 
its modes (see Property 2.1); therefore, 

rG

1 1

and ;
n k

i r
i i

G G G G i

thus,  where is the transfer function of the truncated part. Thus,,r tG G G tG

2 2
.te G  (6.7) 

Also, the squares of the mode norm are additive, see Property 5.4, therefore the 
norm of the reduced system with k modes is the root-mean-square (rms) sum of the 
mode norms

2
2

1

.
n

t
i k

G G
2
2i  (6.8) 

Thus, the reduction error is 
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1/ 2
2

2 2
1

.
n

i
i k

e G  (6.9) 

It is clear from the above equation that we obtain the optimal reduction if the
truncated mode norms

2iG for 1, , ,i k n are the smallest ones. Therefore, we 

rearrange the modal state vector, starting from the mode with the largest H2 norm
and ending with the mode with the smallest norm. Truncation of the last n – k modes
will give, in this case, the optimal reduced model of order k.

6.2.2  H  and Hankel Model Reduction 

It can be seen from (5.27) that the H  norm is approximately twice the Hankel norm;
hence, the reduction using one of these norms is identical with the reduction using 
the other norm. Thus, we consider here the H  reduction only.

The H  reduction error is defined as 

.re G G  (6.10) 

It was shown by Glover [66] that the upper limit of the H  reduction error is as 
follows:

1

.
n

r
i k

e G G Gi  (6.11) 

However, for the flexible structures in the modal coordinates the error can be
estimated less conservatively. Recall that rG G Gt  where is the transfer 
function of the truncated part; therefore, 

tG

1 ,r t ke G G G G  (6.12) 

i.e., the error is equal to the H   norm of the largest truncated mode. It is clear that
we obtain the near-optimal reduction if the H  norms of the truncated modes are the
smallest ones. Similar results were obtained for the Hankel norm.

Example 6.1.  Consider a reduction of a simple system as in Example 2.9 using H
and H2 norms.

For this system we obtain the H  modal norms from (5.21), namely,

1 6.7586G (mode of the natural frequency 1.3256 rad/s), 2 4.9556G

(mode of the natural frequency 2.4493 rad/s), and 3 2.6526G  (mode of the 

natural frequency 3.200 rad/s). The H2 mode norms (see (5.20)) are as follows: 
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1 2
3.2299,G 2 2

3.3951,G and 3 2
0.5937.G The reduction errors after the 

truncation of the last mode (of frequency 3.200 rad/s) are  and 

 while the system norms are 

2.6526e

2 0.5937,e 6.7586G  and 
2

4.7235.G

Example 6.2. Reduce the model of a 2D truss as in Figure 1.2 in the modal
coordinates using the H  norm. Determine the reduction error. 

The approximate norms of the modes are shown in Fig. 6.1. From this figure we
obtain the system norm (the largest of the mode norms) as 1.6185G . Using 

modal norm values we decided that in the reduced-order model we reject all modes
of the H  norm less than 0.01. The area of the H  norm less than 0.01 lies in 
Fig. 6.1, below the dashed line, and the modes with the H  norm in this area are 
deleted. Consequently, the reduced model consists of three modes. The transfer 
function of the full and reduced models (from the second input to the second output) 
is shown in Fig. 6.2(a), and the corresponding impulse response is shown in 
Fig. 6.2(b). The reduction error is obtained as ( ) /rG G G

4 / 0.0040.G G

10
–3

10
–2

–1
reduced states
below this line

0
10

10

H
 n

or
m

0 1000 2000 3000 4000

natural frequency, rad/s 

Figure 6.1.  H  norms of the 2D truss modes.

6.3   Reduction in the Finite-Time and
  -Frequency Intervals 

We introduced the time- and frequency-limited grammians in Chapter 4. They are 
used in model reduction such that the response of the reduced system fits the 
response of the full system in the prescribed time and/or frequency intervals. This 
approach is useful, for example, in the model reduction of unstable plants (using
time-limited grammians) or in filter design (using band-limited grammians).
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Figure 6.2. (a) Magnitude of the transfer function; and (b) impulse responses of the full
(solid line) and reduced (dashed line) truss models show that predominantly high-frequency
modes were deleted.

6.3.1  Reduction in the Finite-Time Interval 

In the finite-time interval, the reduction is similar to the infinite-time interval. The
difference occurs in the use of time-limited grammians instead of the infinite-time
grammians. Note that in modal coordinates the reduced model of a stable system is 
stable, since the poles of the reduced model are the subset of the full model.

The computational procedure is summarized as follows: 

1.  For given (A,B,C) determine grammians  and  from (4.5). cW oW

2.  Compute  ( )  for i = 1, 2 from (4.89) and (4.87). ( ),c iW t ( ),o iW t iS t

3.  Determine  and  from (4.88). ( )cW T ( )oW T

4.  Apply the reduction procedure to obtain  for  and ( , , )r r rA B C ( )cW T ( ).oW T

The Matlab function modal_time_fr.m given in Appendix A.7 determines the modal
representation 1, the corresponding time-limited grammians  and , and 
the Hankel singular values. 

( )cW T ( )oW T
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The following example illustrates the application of the time-limited grammians
in the model reduction: 

Example 6.3.  Consider a simple system with masses 1 11,m 2 5,m  and 

stiffnesses
3 10,m

1 4 10,k k 2 50,k 3 55,k  and damping proportional to the stiffness, 

, i = 1, 2, 3, 4. A single input u is applied to all masses, such that 0.01id ik 1 ,f u

2 2 ,f u  and 3 5 ,f u  and if  is a force applied to the ith mass. The output is a 

linear combination of the three mass displacements, 1 22 2 3y q q q3 , where 
is a displacement of the ith mass. The system poles are 

iq

1,2

3,4

5,6

0.0038 0.8738,

0.0297 2.4374,

0.1313 5.1217.

j

j

j

Consider two cases of model reduction from 6 to 4 state variables. Case 1, the
reduction over the interval 1 [0, 8]T and Case 2, the reduction over the interval 

2 [10, 18].T

In Case 1, the first and third pair of poles are retained in the reduced model. The 
impulse responses of the full and reduced models are compared in Fig. 6.3(a), where 
the area outside the interval  is shaded. 1T

Case 2 is obtained from Case 1 by shifting the interval  by 10 s, i.e.,

 In this case the first two pairs of poles are retained. The impulse
responses of the reduced and full systems are presented in Fig. 6.3(b), where the area 
outside the interval  is shaded. Comparison of Fig. 6.3(a) and Fig. 6.3(b) shows
that the third mode is less visible for t > 10 s, thus it was eliminated in Case 2. 

1T

2 1 10.T T

2T

Example 6.4. Re-examine the above example with negative damping, D = –0.006K,
which makes the system unstable.

The system poles are 

1,2

3,4

5,6

0.0023 0.8738,

0.0178 2.4375,

0.0787 5.1228.

j

j

j

We determine the system grammians over the time interval [0, 8] s. The reduced
model has four states (or two modes), and the impulse responses of the full and 
reduced models within the interval [0, 8] s are shown in Fig. 6.4, nonshaded area, 
showing a good coincidence between the full and reduced models.
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Figure 6.3. Impulse responses of the full- and reduced-order systems show that different
modes were retained within each time interval: (a) Reduction in the time interval 

s; and (b) reduction in the time interval1 [0, 8]T 2 [10, 18]T s.

6.3.2  Reduction in the Finite-Frequency Interval 

One approach to reduce a model in frequency domain is to impose frequency
weighting on input and/or output; see [32], [140]. Presented here is a model
reduction in a finite-frequency interval, where we use the band-limited grammians
rather than weighting, and this approach is formally the same as the standard 
problem presented earlier. Hankel singular values are determined from the band-
limited grammians, and the states with small singular values are truncated.

The computational procedure is summarized as follows: 

1. Determine the stationary grammians  and  from (4.5) for a given (A,B,C).cW oW

2. Determine 1( ),cW 2( )cW  and 1( ),oW 2( )oW  from (4.100), and ( )S
from (4.101). 

3. Determine  and ( )cW ( )oW  from (4.104). 
4. Apply the reduction procedure to obtain the reduced state-space triple 

 using grammians( , , )r r rA B C ( )cW  and ( ).oW
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The Matlab function modal_time_fr.m given in Appendix A.7 determines the modal
representation 1, the corresponding frequency-limited grammians  and 

 and Hankel singular values. 
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time, s

Figure 6.4. Impulse responses of the full- and reduced-order unstable system: The reduced 
model is obtained for the time interval [0, 8] s. 

Example 6.5.  Consider Example 6.3 in two cases: Case 1, in the frequency interval
 rad/s, and Case 2, in the frequency interval 1 [0, 3.2] 2 [1.5, 3.2]  rad/s.

In the first case we obtained the reduced model with four states (two modes),
whereas in the second case we obtained the reduced model with two states (one
mode). Figures 6.5(a) and (b) show a good fit of magnitude of the transfer function 
in the frequency bands  and 1 2  (nonshaded areas). This indicates that the 
reduction in the finite-frequency intervals can serve as a filter design tool. For 
example, in Case 2 the output signal is filtered such that the resulting output of the
reduced model is best fitted to the output of the original system within the interval 

2.

6.3.3  Reduction in the Finite-Time and -Frequency Intervals 

The reduction technique is similar to that above. The computational procedure can 
be set up alternatively, either by first applying frequency and then time
transformation of grammians, or by first applying time and then frequency
transformation. Since both procedures are similar, only the first one is presented as
follows:

1. Determine stationary grammians  and  from (4.5) for a given (A,B,C).cW oW

2. Determine ( )c iW  and ( ),o iW i = 1, 2, from (4.100). 

3. Determine ( , )c i jW t  and ( , ),o i jW t i , j = 1, 2, from (4.118). 

4. Determine ( , )cW T j  and ( , ),o jW T i = 1, 2, from (4.116) and (4.117). 

5. Determine  and ( , )cW T ( , )oW T  from (4.115). 
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6. Apply the reduction procedure to obtain the reduced state-space triple 
 using grammians( , , )r r rA B C ( , )cW T  and ( , ).oW T

The Matlab function modal_time_fr.m given in Appendix A.7 determines the modal
representation 1, the corresponding frequency-limited grammians  and 

 and Hankel singular values. 
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Figure 6.5. Magnitudes of transfer functions of the full and reduced systems: (a) Reduction
in the frequency interval rad/s; and (b) reduction in the frequency interval

rad/s. In both cases the reduced-order transfer function fits the full-order

transfer function within the prescribed frequency interval.

1 [0, 3.2]

2 [1.5, 3.2]

Example 6.6.  Consider Example 6.3 in the time interval T = [0, 8] s and in the
frequency interval  = [0, 3.2] rad/s.

Figures 6.6(a),(b), in nonshaded areas, show the impulse responses and
magnitudes of the transfer functions of the full and reduced systems, within intervals 
T and . This example is a combination of Examples 6.3 and 6.5. However, the 
results are different. In Example 6.3 the second pole was deleted for reduction 
within the interval T = [0, 8] s. In this example the third pole is deleted as a result of
the additional restriction on the frequency band. 



Model Reduction   153 

reduced

0 2 4 6 8 10 12
–0.5

0

0.5

time, s

10
0

10
1

10
–2

full

reduced

full (a)

(b)

im
pu

ls
e 

re
sp

on
se

2
10

0

m
ag

ni
tu

de 10

frequency, rad/s

Figure 6.6. Full and reduced system in time interval T = [0, 8] s and frequency interval
= [0, 3.2] rad/s: (a) Impulse responses; and (b) magnitudes of transfer functions. The 

reduced-order system fits the time response within interval T and the frequency response 
within interval .

Example 6.7. The Matlab code for this example is in Appendix B.  Apply model
reduction for the Advanced Supersonic Transport. The Advanced Supersonic 
Transport was a project on a supersonic passenger plane. Its control system was
analyzed by Colgren [19]. Its model is a linear unstable system of eight order with
four inputs and eight outputs. In order to make our presentation concise the model
presented in this book is restricted to a single output. The system triple (A,B,C) is as 
follows:

0.0127 0.0136 0.036 0 0 0 0 0

0.0969 0.401 0 0.961 19.59 0.1185 9.2 0.1326

0 0 0 1 0 0 0 0

0.229 1.726 0 0.722 12.021 0.342 1.8422 0.881

0 0 0 0 0 1 0 0

0 0.1204 0 0.0496 44 1.2741 4.0301 0.508

0 0 0 0 0 0 0 1

0 0.1473 0 0.301 7.4901 0.1257

A ,

21.7 0.803
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0 0.0215 0 1.097 0 0.640 0 1.882

0.0194 0 0 0 0 0 0 0
,

0 0.004 0 0.366 0 0.1625 0 0.472

0 1.786 0 0.0569 0 0.037 0 0.0145

TB

0 1 0 0 0 0 0 0 .C

The system poles are 

1

2

3,4

5,6

7,8

6.6873,

1.7756,

0.0150 0.0886,

0.3122 4.4485,

0.7257 6.7018,

j

j

j

so that there is one unstable pole. Colgren reduced the model by removing the
unstable pole from the model and applying the reduction procedure to the stable part 
of the model. After reduction the unstable pole was returned to the reduced model.
Here, apply the finite-time reduction to the full aircraft model, without removal of 
the unstable pole.

We choose the time interval T = [0.0, 3.5] s and perform the model reduction in 
modal coordinates from eight to four states within this interval. We obtain the 
following reduced model ( , , ) :r r rA B C

0.6687 0 0 0

0 0.3122 4.4485 0
,

0 4.4485 0.3122 0

0 0 0 1.775

rA

6

0.4762 0.0093 0.1192 2.4733

0.0601 0.0000 0.0140 0.0592
,

2.0225 0.0001 0.5083 0.0409

1.0491 0.0009 0.3840 1.6410

rB

0.3966 0.0630 0.4215 0.4764 ,rC

with the poles 1 , 2  , 5 , and 6  preserved in the reduced model. The step 
responses of the full and reduced models due to the first input are shown in Fig. 6.7. 
The step responses of the reduced model overlap the responses of the full model for 
all four inputs. 
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Figure 6.7. Step responses of the full and reduced models of the Advanced Supersonic
Transport show that the response of the reduced unstable system coincides with the response 
of the full system.

6.4   Structures with Rigid-Body Modes 

Structures with rigid-body modes have poles at zero, therefore they behave like
systems with integrators. The corresponding H2, H , and Hankel norms for systems
with poles at zero do not exist as their values tend to infinity. However, the infinite 
values of the norms of some modes should not be an obstacle in the reduction 
process. These values indicate that the corresponding states should be retained in the
reduced model, regardless of the norms of other modes. The reduction problem can 
be solved by determining the inverses of grammians, as in [58]. Here we use two 
simple approaches for the reduction of systems with integrators.

In the first approach, the system is represented in modal coordinates by the 
following system triple (see Section 4.3): 

 (6.13) 
0 0

, ,
0
m r

r o
o o

B
A B C

A B
,C C

h

where is an m m zero matrix. The triple  has no poles at zero. It is 

itself in modal coordinates. The vector of the corresponding modal H

0m ( , , )o o oA B C

 norms is 
denoted . This vector is arranged in descending order, and the remaining infinite 
norms are added 

oh

{inf, }oh  (6.14) 

to obtain the vector of H  norms of the (  representation, where 

inf = { , , …, } contains m values at infinity. The system is reduced by
truncation, as described at the beginning of this chapter. 

, , )A B C
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The second approach is based on the approximate evaluation of the H  norms.
From (5.22) we find 

2 2 ,
2

mi mi
i

i i

B C
G

and 0i  for the poles at zero; thus, .iG For nonzero poles we determine

the finite norms from the above equation, and order in a descending order. The 
corresponding state-space representation is reduced by truncation. 

Example 6.8. Consider a simple system from Fig. 1.1 with the following 
parameters: 1 2 1,m m 3 2,m 1 4 0,k k 2 0.3,k  and 3 1.k  Damping is 

proportional to the stiffnesses, 0.03 ,id ik i = 1, 2, 3, the input force is applied at

mass and the output rate is measured at the same location. This system has two 

poles at zero. Find its H
2 ,m

 norms and reduce the system.

The modal representation of the system without rigid-body modes is as follows;
see (6.13): 

0.0264 1.3260 0 0

1.3260 0.0264 0 0

0 0 0.0051 0.5840

0 0 0.5840 0.0051

oA ,

0.3556

1.1608

0.0072

0.1642

oB ,

0.161 0.5836 0.0043 0.0821oC ,

76.0883 10

35.8240
rB ,

94.1062 10 0rC ,

with the following H  norms 1 13.9202G  and 2 1.3247G . Therefore, the

vector of the norms of the modes of the  representation is ( , , )o o oA B C

{13.9202, 13.9202, 1.3247, 1.3247},oh
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and the vector of the H  norms of the full system  is ( , , )A B C

{ , ,13.9202,13.9202,1.3247,1.3247}.h

By deleting the last two states in the state-space representation, related to the 
smallest norms, one obtains the reduced-order model as follows: 

0 0 0 0

0 0 0 0

0 0 0.0264 1.3260

0 0 1.3260 0.0264

rA ,

76.0883 10

35.8240

0.3556

1.1608

rB ,

94.1062 10 0 0.161 0.5840rC .

The plots of the impulse response and the magnitude of the transfer function of 
the full and reduced models are shown in Fig. 6.8(a),(b). The plots show that the 
error of the reduction is small. In fact, for the impulse response, the error was less 
than 1%, namely,

2

2

0.0021ry y

y
.

In the above, y denotes the impulse response of the full model and  denotes the 
impulse response of the reduced model.

ry

Example 6.9. Consider the Deep Space Network antenna azimuth model that has a 
pole at zero. The identified state-space representation of the open-loop model has 
n = 36 states, including states with a pole at zero. Reduce this model in modal
coordinates, by determining the Hankel norms (or Hankel singular values) for states 
with nonzero poles.

The plot of the Hankel singular values is shown in Fig. 6.9. By deleting the states
with Hankel singular values smaller than 0.003 we obtain the 18-state model. The 
reduced model preserves properties of the full model, as is shown by the magnitude
and phase of the transfer function in Fig. 6.10(a),(b). The state-space representation 
of the reduced antenna model is given in Appendix C.3. 
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Figure 6.8. Full model (solid line) and reduced model (dashed line) of a simple structure
with poles at zero: (a) Impulse responses; and (b) magnitudes of the transfer function. The
figure shows good coincidence between the responses of the reduced and full models.
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Figure 6.9.  Hankel singular values of the DSS26 antenna rate-loop model: 17 states out of 
35 states are retained in the reduced model.
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Figure 6.10.  Transfer function of the full- (solid line) and reduced-order (dashed line)
models of the DSS26 antenna shows good coincidence in (a) magnitude; and (b) phase. 

6.5   Structures with Actuators and Sensors 

A flexible structure in testing, or in a closed-loop configuration, is equipped with 
sensors and actuators. Does the presence of sensors and actuators impact the process 
of model reduction? This question is answered for four important cases: sensors and
actuators in cascade connection with a structure, accelerometers as sensors, the 
proof-mass actuators, and inertial actuators attached to a structure. 

6.5.1  Actuators and Sensors in a Cascade Connection 

We consider actuator dynamics only. In particular, the reconstruction of the norms
of modes and of a structure from the norms of the actuator-structure norms is 
discussed. The problem of sensors in a cascade connection with a structure is similar
to the actuator case. 

Properties of the actuators in a series connection with structures can be derived 
from the properties of a smooth filter in series connection with a structure, which
was discussed in Chapter 5. Let  and iG siG be a transfer function of the ith mode

with and without actuators, respectively. Additionally, let G and sG be a transfer 
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function of the structure with and without actuators, respectively. As a corollary of 
Property 5.7, the norms of modes and a structure for a smooth actuator transfer
function are determined approximately as follows: 

Property 6.1. The H2 Norms of a Mode and a Structure with
an Actuator. 

2 2

22
2 2

1

,

.

i i si

n

i si
i

G G

G G
 (6.15) 

where

2
( ) ,i a iG  (6.16) 

with i  being the ith resonance frequency and  the transfer function of the
actuator.

aG

Similarly, based on Property 5.8, we have the following property of the H and
Hankel norms of a mode and a structure with a smooth actuator. 

Property 6.2. The H Norms of a Mode and a Structure with
an Actuator. 

,

max( ).

i i si

i si
i

G G

G G
 (6.17) 

Property 6.3. The Hankel Norms of a Mode and a Structure with 
    an Actuator.

,

max( ).

i i sih h

i sih hi

G G

G G
 (6.18) 

Example 6.10.   Consider the 3D truss from Fig. 1.3, with the longitudinal (x-
direction) input at node 21 and the longitudinal rate output at node 14. The actuator 
located at node 21 has the following smooth transfer function:
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2

0.1
( ) .

(1 0.01 )
aG s

s

The truss modal damping is identical for each mode, 0.5% ( 0.005),i

Compare the exact and approximate H

1, ,72.i

 norms of the modes of the structure with the 
actuator.

From the definition (5.5) we obtain the exact H norms of the modes of the 
structure with the actuator; they are marked by circles in Fig. 6.11. We obtain the
approximate H norms of the modes of the structure with the actuator from Property
5.2 (using the Matlab function norm_Hinf.m from Appendix A.10), and plot as dots
in the same figure. The exact and approximate norms overlap each other in this
figure, showing that the approximation error is negligible.
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Figure 6.11.  The H  norms of the modes of the 3D truss with an actuator: Exact ( ) and 
approximate ( ) values are almost the same.

6.5.2  Structure with Accelerometers 

Accelerometers as structural sensors were described in Section 3.2. The state-space
equations of a structure with accelerometers include the feed-through term, D, in the 
state output equation, i.e., the output for the accelerometer sensors is in the form of
y = Cx + Du, see (3.12), rather than y = Cx, as in (2.1). The difficulty with this 
equation follows from the fact that the grammians do not depend on matrix D. Thus 
the grammian-based model reduction does not reflect the presence of the 
accelerometers. However, this problem can be solved by using the series connection 
of a structure and sensors, and Properties 5.7–5.9. 

We consider a structure with the accelerometers as a structure with rate sensors 
cascaded with differentiating devices. Thus, we determine  the norms of a structure 
equipped with accelerometers as the scaled norms of a structure with rate sensors. 
For simplicity of notation consider a structure with a single accelerometer. Denote

 and s the state-space triple and as the transfer( , , )r r rA B C 1( )r r rG C sI A Br a
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function, respectively, of the structure with a rate sensor. The transfer function
of the structure with an accelerometer is therefore 

aG

.aG = j Gr  (6.19) 

According to (6.16) the scaling factor is i ij i , thus from (6.15)–(6.18) the 

following property holds: 

Property 6.4. Norms of Modes with Accelerometers. The norms of modes 
with accelerometers are related to modes with the rate output as follows: 

, 1,ai i riG G i , ,n  (6.20) 

where i is the ith natural frequency and .  denotes either H2, H  , or Hankel 
norms.

The above equations show that the norm of the ith mode with an accelerometer
sensor is obtained as a product of the norm of the ith mode with a rate sensor and the 
ith natural frequency.

Example 6.11. Consider the truss from the previous example. The longitudinal 
input force is applied to node 21 and the longitudinal acceleration is measured at 
node 14. Determine the H  norms of the modes for the structure with the
accelerometer.

The exact norms are marked by circles in Fig. 6.12. We obtained from (6.20) the 
approximate H  norms of the modes of the structure with the accelerometers and
plotted as dots in Fig. 6.12. The exact and approximate norms overlap each other in 
this figure, showing that the approximation error is negligible. 

6.5.3  Structure with Proof-Mass Actuators 

Proof-mass actuators are widely used in structural dynamics testing. In this
subsection we study the relationship between the norms of a structure with a proof-
mass actuator and the norms of the structure alone (i.e., with an ideal actuator) and
analyze the influence of the proof-mass actuator on model dynamics and reduction. 

Let us consider a structure with proof-mass actuator, shown in Fig. 3.5, position 
(a). Let sM , sD , and sK be the mass, damping, and stiffness matrices of the 

structure, respectively, and let sB  be the matrix of the actuator location, 

0 0 ... 0 1 0 ... 0
T

sB
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with a nonzero term at the actuator location na. Denote ( ) sG =
2

s s sM + j D + K  and 1j = , then the dynamic stiffness of a structure at the 
actuator location is defined as 

1

1
.s T

s s s

k
B G B

 (6.21) 
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Figure 6.12.  The H  norms of the modes of the 3D truss with an accelerometer: Exact ( )
and approximate ( ) values coincide for almost all modes.

The dynamic stiffness is the inverse of the frequency response function at the 
actuator location. At zero frequency, it is reduced to the stiffness constant at the 
actuator location. Denote by , m, k, d, the displacement, mass, stiffness, and 
damping of the actuator. Denoting 

aq

, ,o
o ,

s

k

m k

k
 (6.22) 

we obtain the following relationship between the proof-mass actuator force ( )of  and 
the ideal actuator force ( ),f  see (3.29), 

2

1
,

1
o c cf f .  (6.23) 

It follows from the above equation that the actuator force, of , approximately

reproduces the ideal force f if 1c . This is obtained if 

1 and 1.  (6.24) 

The above conditions are satisfied when the actuator stiffness is small (compared
with the structural stiffness), and the actuator mass is large enough, such that the 
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actuator natural frequency is smaller than the structural principal frequency. Hence, 
the above conditions can be replaced with the following ones: 

and .s o k k  (6.25) 

If these conditions are satisfied, we obtain of f  and, consequently, the transfer 
function of the system with the proof-mass actuator is approximately equal to the
transfer function of the system without the proof-mass actuator.  Based on these
considerations the following norm properties are derived: 

Property 6.5. Norms of a Mode with Proof-Mass Actuators.  Norms of the 
ith structural mode with a proof-mass actuator  and of the ith structural mode 

alone

( ciG )

)( siG  are related as follows: 

, 1,ci
si

ci

G
G i , ,n  (6.26) 

where .  denotes either H2, H , or Hankel norms, where 

2

1

1
ci

i i

 (6.27) 

and

 and ,o
i

i s

k

ki
i

 (6.28) 

while

1

1
( ) .

( )
si s i T

s s i s

k k
B G B

 (6.29) 

The variable sik  is the ith modal stiffness of the structure. 

Proof.  The force of  acting on the structure is related to the actuator force f as in 

(6.23). Hence, replacing of  with f  in the structural model gives (6.26).

In addition to conditions (6.25), consider the following ones: 

 (6.30) 1    and min ,o
i

k ksi
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where 1  is the fundamental (lowest) frequency of the structure. These conditions
say that the actuator natural frequency should be significantly lower than the 
fundamental frequency of the structure, and that the actuator stiffness should be
much smaller than the dynamic stiffness of the structure at any frequency of interest. 
If the aforementioned conditions are satisfied, we obtain 1ci  for  thus, 
the norms of the structure with the proof-mass actuator are equal to the norms of the 
structure without the proof-mass actuator. Also, the controllability and observability
properties of the system are preserved. In particular, the presence of the proof-mass
actuator will not affect the model order reduction. Note also that for many cases, 
whenever the first condition of (6.25) is satisfied, the second condition (6.30) is 
satisfied too. 

1, , ;i n

Example 6.12. Consider the 3D truss as in Example 3.4 with and without the 
proof-mass actuator. Let the force input act at node 21 in the y-direction, and let the 
rate without output be measured at node 14 in the y-direction. Determine the Hankel 
singular values of the truss for the ideal actuator (force applied directly at node 21) 
and of the truss with a proof-mass actuator. The mass of the proof-mass actuator is 

20.1 Ns cm,m  and its stiffness is 1 N cm.k  Its natural frequency is 

3.1623 rad s,o  much lower than the truss fundamental frequency.

For the ideal force applied in the y-direction of node 21 the Hankel singular
values are shown as dots in Fig. 6.13. Next, a proof-mass actuator was attached to 
node 21 to generate the input force. Circles in Fig. 6.13 denote Hankel singular 
values of the truss with the proof-mass actuator. Observe that the Hankel singular 
values are the same for the truss with and without the proof-mass actuator, except 
for the first Hankel singular value, related to the proof-mass actuator itself. 

6.5.4  Structure with Inertial Actuators 

In the inertial actuator, force is proportional to the square of the excitation 
frequency. It consists of mass m and a spring with stiffness k, and they are attached 
to a structure at node nb, Fig. 3.5, position (b). The force acts on mass m exclusively.
It is assumed that the stiffness of the actuator is much smaller than the dynamic
stiffness of the structure (often it is zero). 

This configuration is shown in Fig. 3.5(b). The force acting on mass m is 
proportional to the squared frequency

2,f  (6.31) 

where  is a constant. The relationship between transfer functions of a structure with 
 and without ( )cG ( )sG  in an inertial actuator is as follows: 
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2
,

1
o

c c s cG G ,  (6.32) 

which was derived in Subsection 3.3.2.
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Figure 6.13. 3D truss with and without the proof-mass actuator: Hankel singular values
with ( ) and without ( ) the proof-mass actuator; they are identical except for the additional

Hankel singular value of the proof-mass actuator itself.

Also, the relationship between the actuator force ( )of  and the force acting on the 
structure ( )f  was derived in Subsection 3.3.2, 

2

2
,

1
o c cf f .  (6.33) 

The above result shows that the structural transfer function with the inertial actuator 
is proportional to the structural transfer function without the actuator. 

Property 6.6. Norms of Modes with Inertial Actuators. The norms of the 
ith structural mode ( ),siG and of the ith structural mode with an inertial actuator 

 are related as in (6.26); however, the factor ( )ciG , ci  is now 

2

2
.

1
o

ci
i i

 (6.34) 

Proof.  Similar to Property 6.5.

With the conditions in (6.30) satisfied, one obtains 2
ci o  for 

thus, the norms of the structure with the inertial actuator are proportional to the 
norms of the structure without the actuator. This scaling does not influence the 
results of model reduction, since the procedure is based on ratios of norms rather 
than their absolute values. 

1, , ;i n



Equation Section 7 
7
Actuator and Sensor Placement 

how to set up a test procedure and control strategy

Experimentalists think that it is a mathematical theorem
 while the mathematicians believe it to be an experimental fact.

—Gabriel Lippman

A typical actuator and sensor location problem for structural dynamics testing can be
described as a structural test plan. The plan is based on the available information on
the structure itself, on disturbances acting on the structure, and on the required 
structural performance. The preliminary information on structural properties is 
typically obtained from a structural finite-element model. The disturbance 
information includes disturbance location and disturbance spectral contents. The 
structure performance is commonly evaluated through the displacements or 
accelerations of selected structural locations. The actuator and sensor placement
problem was investigated by many researchers, see, for example, [1], [7], [24], [47],
[55], [86], [89], [90], [96], [97], [101], [103], [105], [106], [127], and a review 
article [131].

It is not possible to duplicate the dynamics of a real structure during testing. This
happens, not only due to physical restrictions or a limited knowledge of 
disturbances, but also because the test actuators cannot often be located at the actual 
location of disturbances, and sensors cannot be placed at locations where the 
performance is evaluated. Thus, to conduct the test close to the conditions of a
structure in a real environment one uses the available (or candidate) locations of
actuators and sensors and formulates the selection criteria and selection mechanisms.

The control design problem of a structure can be defined in a similar manner.
Namely, actuators are placed at the allowable locations, and they are not necessarily
collocated with the locations where disturbances are applied; sensors are placed at 
the sensor allowable locations, which are generally outside the locations where 
performance is evaluated.
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For simple test articles, an experienced test engineer can determine the
appropriate sensor or actuator locations in an ad hoc manner. However, for the first-
time testing of large and complex structures the placement of sensors and actuators 
is neither an obvious nor a simple task. In practice heuristic means are combined
with engineering judgment and simplified analysis to determine actuator and sensor 
locations. In most cases the locations vary during tests (in a trial and error approach) 
to obtain acceptable data to identify target modes.

For a small number of sensors or actuators a typical solution to the location
problem is found through a search procedure. For large numbers of locations the 
search for the number of possible combinations is overwhelming, time-consuming,
and gives not necessarily the optimal solution. The approach proposed here consists
of the determination of the norm of each sensor (or actuator) for selected modes, and
then grading them according to their participation in the system norm. This is a 
computationally fast (i.e., nonsearch) procedure with a clear physical interpretation.

7.1   Problem Statement 

Given a larger set of sensors and actuators, the placement problem consists of
determining the locations of a smaller subset of sensors or actuators such that the H2,
H , or Hankel norms of the subset are as close as possible to the norms of the 
original set. In this chapter we solve this placement problem in modal coordinates 
using the previously derived structural properties. We propose a comparatively
simple methodology of choice of a small subset of sensors and/or actuators from a 
large set of possible locations.

Let R and S be the sets of the candidate sensor and actuator locations, 
respectively. These are chosen in advance as allowable locations of actuators of 
population S, and as allowable locations of sensors of population R. The placement
of s actuators within the given S actuator candidate locations, and the placement of
r sensors within the given R sensor candidate locations is considered. Of course, the 
number of candidate locations is larger than the number of final locations, i.e., R > r
and S > s.

7.2   Additive Property of Modal Norms 

The properties of modal norms that are used in the actuator and sensor placement
procedures are discussed in this section. 
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7.2.1  The H2 Norm

Consider a flexible structure in modal representation. The H2 norm of the ith mode is 
given by (5.21), i.e., 

2 2
2 ,

2
mi mi

i
i i

B C
G  (7.1) 

where miB  and  are the input and output matrices of the ith mode. For S inputs 
and R outputs, these matrices are 

miC

1

2
1 2 , ,

m i

m i
mi mi mi miS mi

mRi

C
C

B B B B C

C

 (7.2) 

and mijB  is the 2  1 block of the jth input, while  is the 1  2 block of the jth
output. From Properties 5.10 and 5.12 we obtain the following additive properties of 
the H

mjiC

2 norm:

22
2 2

1 1
 or ,

R S

i ij i i
j k

G G G G2 2
2 2k  (7.3) 

where

22 2
22

, ,
2 2

mij mi mi mki
ij ik

i i i i

B C B C
G G 2  (7.4) 

are the H2 norms of the ith mode with the jth actuator only, or the ith mode with the 
kth sensor only. Equation (7.3) shows that the H2 norm of a mode with a set of 
actuators (sensors) is the root-mean-square (rms) sum of the H2 norms of this mode
with a single actuator (sensor). 

7.2.2  The H  and Hankel Norms 

A similar relationship can be obtained for the H  norm. From (5.22) one obtains 

2 2 ,
2

mi mi
i

i i

B C
G  (7.5) 
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and from Properties 5.14 and 5.15 the additive property of the H  norm has the 
following form:

22

1 1
  or ,

S R

i ij i i
j k

G G G G2 2
k  (7.6) 

where

22 2, ,
2 2

mij mi mi mki
ij ik

i i i i

B C B C
G G 2  (7.7) 

are the H  norms of the ith mode with the jth actuator only, or the ith mode with the 
kth sensor only. Equation (7.6) shows that the H  norm of a mode with a set of
actuators (sensors) is the rms sum of the H  norms of this mode with a single 
actuator (sensor). 

Hankel norm properties are similar to the H  norm properties and follow from
Properties 5.16 and 7.17. 

7.3   Placement Indices and Matrices 
Actuator and sensor placement are solved independently, and both procedures are 
similar.

7.3.1  H2 Placement Indices and Matrices 

Denote by G the transfer function of the system with all S candidate actuators. The 
placement index 2ki that evaluates the kth actuator at the ith mode in terms of the 
H2 norm is defined with respect to all the modes and all admissible actuators 

2
2

2

, 1, , 1,ki
ki ki

G
w k S i

G
, ,n  (7.8) 

where  is the weight assigned to the kth actuator and the ith mode, n is the 
number of modes, and  is the transfer function of the ith mode and kth actuator, 
as given in the first equation of (7.4). The Matlab function norm_H2.m given in
Appendix A.9 determines modal H

0kiw

kiG

2 norms. The weight reflects the importance of 
the mode and the actuator in applications, and reflects the dimensions of the inputs. 
In applications it is convenient to represent the H2 placement indices as a placement
matrix in the following form:
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 (7.9) 

211 212 21 21

221 222 22 22

2
2 1 2 2 2 2

2 1 2 2 2 2

... ...

... ...
... ... ... ... ... ...

... ... th mode.
... ... ... ... ... ...

... ...

th actuator

k S

k S

i i ik iS

n n nk nS

i

k

The kth column of the above matrix consists of indexes of the kth actuator for every
mode, and the ith row is a set of the indexes of the ith mode for all actuators. 

Similarly to actuators, the placement index ki  evaluates the kth sensor at the ith
mode

2
2

2

, 1, , , 1, , ,ki
ki ki

G
w k R i

G
n  (7.10) 

where  is the weight assigned to the kth sensor and ith mode, n is a number
of modes, and  is the transfer function of the ith mode and kth sensor, as given in 
the second equation of (7.4). We define the sensor placement matrix as follows: 

0kiw

kiG

 (7.11) 
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... ... ... ... ... ...

... ... th mode,
... ... ... ... ... ...

... ...

th sensor

k R

k R

i i ik iR

n n nk nR

i

k

where the kth column consists of indexes of the kth sensor for every mode, and the 
ith row is a set of the indexes of the ith mode for all sensors. 
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7.3.2  H and Hankel Placement Indices and Matrices 

Similarly to the H2 index, the placement index ki evaluates the kth actuator at the 
ith mode in terms of the H norm. It is defined in relation to all the modes and all 
admissible actuators, i.e., 

, 1, , , 1, , ,ki
ki ki

G
w k S i

G
n  (7.12) 

where  is the weight assigned to the kth actuator and ith mode.0kiw

Using the above indices we introduce the H  placement matrix, similar to the H2
matrix introduced earlier, namely,

 (7.13) 

11 12 1 1

21 22 2 2

1 2

1 2

... ...

... ...
... ... ... ... ... ...

... ... th mode.
... ... ... ... ... ...

... ...

th actuator

k S

k S

i i ik iS

n n nk nS

i

k

The Hankel placement index and matrix is one-half of the H  placement index and 
 matrix, respectively. The Matlab functions norm_Hinf.m and norm_Hankel.m

given in Appendix A.10 and A.11 determine the modal H  and Hankel norms.

In the sensor placement procedure the placement index ki evaluates the kth
sensor at the ith mode in terms of the H  norm

, 1, , , 1,ki
ki ki

G
w k R i

G
, ,n  (7.14) 

where  is the weight assigned to the kth sensor and ith mode.0kiw

The H  norm placement matrix is similar to the 2-norm matrix, i.e., 
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 (7.15) 

11 12 1 1

21 22 2 2

1 2

1 2

... ...

... ...
... ... ... ... ... ...

... ... th mode.
... ... ... ... ... ...

... ...

th sensor

k R

k R

i i ik iR

n n nk nR

i

k

The Hankel placement index and matrix is one-half of the H  placement index and 
 matrix, respectively.

The placement matrix is a quick visual tool for previewing the importance of 
each sensor (or actuator) and each mode. Indeed, each column represents the sensor 
(or actuator) importance of every mode, and each row represents the mode
importance for every sensor (or actuator).

7.3.3  Actuator/Sensor Indices and Modal Indices 

The placement matrix gives an insight into the placement properties of each 
actuator, since the placement index of the kth actuator is determined as the rms sum
of the kth column of . (For convenience in further discussion we denote by the
placement matrix either of the two- or the infinity-norm.) The vector of the actuator 
placement indices is defined as  and its kth entry is the
placement index of the kth actuator. In the case of the H

1 2 ... ,T
a a a aS

2 norm, it is the rms sum of 
the kth actuator indexes over all modes,

2

1
, 1,

n

ak ik
i

k , ,S

S

 (7.16) 

and in the case of the H  and Hankel norms it is the largest index over all modes

 (7.17) max( ), 1, , , 1, , ,ak ik
i

i n k

Similarly, we define the vector of the sensor placement indices as 
 and its kth entry is the placement index of the kth

sensor. In the case of the H
1 2 ... ,T

s s s sR

2 norm, it is the rms sum of the kth sensor indexes over 
all modes,
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 (7.18) 

and in the case of the H  and Hankel norms it is the largest index over all modes

 (7.19) max( ), 1, , , 1, , ,sk ik
i

i n k

We define the vector of the mode indices as  and its 
ith entry is the index of the ith mode. This entry is an rms sum of the ith mode
indices over all actuators

1 2 ... ,T
m m m mn

2

1
, 1,

S

mi ik
k

i , ,n  (7.20) 

or an rms sum of the ith mode indices over all sensors

2

1
, 1,

R

mi ik
k

i , ,n  (7.21) 

The actuator placement index, ,ak  is a nonnegative contribution of the kth
actuator at all modes to the H2 or H  norms of the structure. The sensor placement
index, ,sk  is a nonnegative contribution of the kth sensor at all modes to the H2 or 
H  norms of the structure. The mode index, ,mi  is a nonnegative contribution of 
the ith mode for all actuators (or all sensors) to the H2 or H  norms of the structure. 
We illustrate the determination of the H  actuator and modal indices for the pinned 
beam in Fig. 7.1. Six actuators are located on the beam and four modes are 
considered. The second mode index is the rms sum of indices of all actuators for this 
mode, and the third actuator index is the largest index of this actuator over four 
modes.

From the above properties it follows that the index ak  ( )sk  characterizes the 
importance of the kth actuator (sensor), thus it serves as the actuator (sensor) 
placement index. Namely, the actuators (sensors) with small index ak  ( )sk  can 
be removed as the least significant ones. Note also that the mode index mi  can be 
used as a reduction index. Indeed, it characterizes the significance of the ith mode
for the given locations of sensors and actuators. The norms of the least significant
modes (those with the small index mi ) should either be enhanced by the
reconfiguration of the actuators or sensors, or be eliminated.
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Figure 7.1. Determination of the H  actuator and modal indices of a pinned beam ( —
actuator location; and —actuators used for the calculation of the indices): The mode index
is the rms sum of indices of all six actuators for this mode, while the actuator index is the
largest of the actuator indices over four modes.

Example 7.1.  Consider the 2D truss from Fig. 1.2. It is excited in the y-direction by
an actuator located at node 4. Accelerometers serve as sensors. The task is to find 
four accelerometer locations within all 16 possible locations, that is, within all but 1 
and 6 nodes, in the x- and y-directions. Assume the unit weights for all modes, and 
chose the 2-norm indices for the analysis.

We calculated the placement indices si , i = 1,...,16, of each accelerometer
location and show them in Fig. 7.2 for lower (2–5) nodes of the truss, and in Fig. 7.3
for upper (7–10) nodes of the truss. The left column of these figures represents the
H2 index si  for the x-direction accelerometers, while the right column represents 
the index for the y-direction accelerometers. The largest value indices are for nodes
5, 10, 4, and 9, all in the y-direction. Note that the chosen locations are the nodes at 
the tip in the same direction, and that a single accelerometer would probably do the
same job as the four put together. This problem is addressed in the following
section.

Example 7.2. Placing two sensors on a beam for the best sensing of up to four 
modes. The Matlab code for this example for n = 15 elements is in Appendix B.
Consider a beam as in Subsection 1.1.4 for n = 100 elements, and shown in Fig. 7.4 
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with a vertical force at node 40an . Using the presented above H  placement
technique find the best place for two displacement sensors in the y-direction to sense 
the first, second, third, and fourth mode, and to sense simultaneously the first two 
modes, the first three modes, and the first four modes.
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Figure 7.2.  The 2D truss sensor indices for nodes 2–5. 

Each node of a beam has three degrees of freedom { , , }x y : horizontal 
displacement x, vertical displacement y, and rotation in the figure plane . Denote a 
unit vector  that has all zeros except 1 at the ith location, then the 
displacement output matrix for sensors located at the ith node is

[0,0, ,1, ,0]ie

3 1.qij iC e

The input matrix is 3 1 119a

T T
o nB e e .

We obtain the H  norm kiG  for the kth mode (k = 1,2,3,4) and ith sensor 
location from (7.7) using oB  and as above. From these norms we obtain the 
sensor placement indices for each mode from (7.14), using weight such that

qiC

max ( ) 1.i ki
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The plots of ki  are shown in Fig. 7.5(a),(b),(c),(d). The plot of the sensor
placement indices for the first mode in Fig. 7.5(a) shows the maximum at node 50,
and indicates that the sensors shall be placed at this node. The plot of the sensor
placement indices for the second mode in Fig. 7.5(b) shows two maxima, at nodes
29 and 71, and indicates these two locations as the best for sensing the second mode.
The plot of the sensor placement indices for the third mode in Fig. 7.5(c) shows two
maxima, at nodes 21 and 79, and indicates that these two locations are the best for
sensing the third mode. Finally, the plot of the sensor placement indices for the
fourth mode in Fig. 7.5(d) shows two maxima, at nodes 16 and 84, and indicates that 
these two locations are the best for sensing the fourth mode.
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Figure 7.3.  The 2D truss sensor indices for nodes 7–10. 

Next, we determine the indices for the first two modes, using (7.19), namely,

12 1 2max( , ).i i i

The plot of this index is shown in Fig. 7.6(b). It shows that the index reaches its 
maximum at three locations: 29, 50, and 71. These locations are the best for sensing 
the first and second modes. Clearly, location 50 serves for the first mode sensing, 
while locations 29 and 71 serve for the second mode sensing. 
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Next, the indices for the first three modes are determined, using (7.19), 

123 1 2 3max( , , ).i i i i

The plot of this index is shown in Fig. 7.6(c). It shows that the index reaches its 
maximum at five locations: 21, 29, 50, 71, and 79. These locations are the best for 
sensing the first, second, and third modes. Obviously, location 50 serves for the first 
mode sensing, locations 29 and 71 serve for the second mode sensing, and locations 
21 and 79 serve for the third mode sensing. 

Finally, the indices for the first four modes are determined, using (7.19), 

1234 1 2 3 4max( , , , ).i i i i i

The plot of this index is shown in Fig. 7.6(d). It shows that the index reaches its 
maximum at seven locations: 16, 21, 29, 50, 71, 79, and 84. These locations are the
best for sensing the first, second, third, and fourth modes. Location 50 serves for the 
first mode sensing, locations 29 and 71 serve for the second mode sensing, locations 
21 and 79 serve for the third mode sensing, and locations 16 and 84 serve for the 
fourth mode sensing.

So far in this example we used the H  norms and indices. It would be interesting 
to compare the sensor placement using the H2 norms and indices. First, the H2 norm

2kiG  for the kth mode (k=1,2,3,4) and ith sensor location is obtained from (7.4) 
using oB  and  as above. qiC

We determine the indices for the first two modes using (7.18), namely,

2 2
2,12 2,1 2,2 .i i i

The plot of this index is shown in Fig. 7.7(b). It shows that the index reaches its 
maximum at two locations: 33 and 67.

Next, we determine the indices for the first three modes using (7.18), 

2 2 2
2,123 2,1 2,2 2,3 .i i i i

The plot of this index is shown in Fig. 7.7(c). It shows that the index reaches its 
maximum at two locations: 25 and 75.

Finally, we determine the indices for the first four modes using (7.18), 

2 2 2 2
2,1234 2,1 2,2 2,3 2,4 .i i i i i
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The plot of this index is shown in Fig. 7.7(d). It shows that the index reaches its 
maximum at two locations: 20 and 80.

A comparison of the H  and H2 indices in Figs. 7.6 and 7.7 shows that the H2

index determines different sensor locations than the H  index, and that it changes 
more dramatically with the change of sensor location, while the H index becomes
more flat (the result of selection of maximal values), thus the first one can be 
considered a more sensitive measure of the sensor (or actuator) location.  Due to the 
flattening action of the H norm they indicate slightly different sensor locations.
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(variable location) 

actuator
(fixed location) 

i nna

Figure 7.4.  A beam with a fixed actuator and a moving sensor. 
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Figure 7.5.  Sensor placement H  indices as a function of sensor locations: (a) For the first
beam mode; (b) for the second beam mode; (c) for the third beam mode; and (d) for the
fourth beam mode.
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Figure 7.6.  Sensor placement H  indices as a function of sensor locations: (a) For the first
mode; (b) for the first two modes; (c) for the first three modes; and (d) for the first four 
modes.

7.4   Placement for Large Structures 

In the case of the placement of a very large number of sensors, the maximization of 
the performance index alone may be either a sufficient or satisfactory criterion.
Suppose that a specific sensor location gives a high-performance index. Inevitably,
locations close to it will have a high-performance index as well. But the locations in 
the neighborhood of the original sensor are not necessarily the best choice, since the 
sensors at these locations can be replaced by the appropriate gain adjustment of the 
original sensor. We want to find sensor locations that cannot be compensated for by
original sensor gain adjustment. These locations we determine using an additional
criterion, which is based on the correlation of each sensor modal norm. We define a 
vector of the ith sensor norms, which is composed of the squares of the modal norms
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Figure 7.7.  Sensor placement H2 indices as a function of sensor locations: (a) For the first
mode; (b) for the first two modes; (c) for the first three modes; and (d) for the first four 
modes.
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 (7.22) 

where  denotes the transfer function of the kth mode at the ith sensor. The normikG
.  denotes the H2, H , or Hankel norms. Next, we define the correlation coefficient 

 as follows: ikr

2 2

, 1,..., , 1,..., .
T
i k

ik
i k

g gr i r k
g g

i R  (7.23) 

Denote a small positive number, , say 0.01 0.20. Denote the membership
index I(k), k = 1,…, R, where R is the number of sensors. We define this index as 
follows:
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 (7.24) 
0   if 1 for and for ,

( )
1 elsewhere,

ik k ir k
I k

i

for k > i. If I(k) = 1, the kth sensor is accepted, and if I(k) = 0, the kth sensor is 
rejected (in this case the two locations i and k are either highly correlated, or the ith
location has a higher performance i ).

Based on the above analysis we establish the placement strategy. For technical 
and economic reasons the number of sensors significantly exceeds the number of 
actuators. Therefore, the actuator selection comes first, as a less flexible procedure. 

7.4.1  Actuator Placement Strategy

1. Place sensors at all accessible degrees of freedom.
2. Based on engineering experience, technical requirements, and physical

constraints select possible actuator locations. In this way, S candidate actuator 
locations are selected.

3. For each mode (k) and each selected actuator location (i), determine the actuator 
placement index ( ).k i

4. For each mode select the 1s  most important actuator locations (those with the 
largest ( )k i ). The resulting number of actuators 2s  for all the modes under 
consideration (i.e., 2 1s n s ) is much smaller than the number of candidate 
locations S, i.e., 2 .s S

5. Check the correlation indices for the remaining 2s  actuators. Reject all but one 
actuator with a correlation index higher than 1–  (i.e., those with the zero 
membership index). The resulting number of actuators is now s3<s2, typically

3 2.s s
6. If the already small number 3s  is still too large, the actuator importance index 

and the modal importance index are recalculated. The actuator number is further 
reduced to the required one by reviewing the indices.

7.4.2  Sensor Placement Strategy

1. Actuator locations are already determined.
2. Select the areas where the sensors can be placed, obtaining the R candidate 

sensor locations.
3. Determine the sensor placement indices ( )k i for all the candidate sensor 

locations (i = 1, …, R), and for all the modes of interest (k = 1, …, n).
4. For each mode, select  for the most important sensor locations. The resulting

number of sensors  for all the modes considered (i.e., 
1r

2r 2r n r1 ) is much
smaller than the number of candidate locations, i.e., 2 .r R
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5. For the given small positive number check the correlation indices for the 
remaining sensors. Reject the sensors with correlation indices higher than2r
1 (i.e., those with the zero membership indices). The resulting number of 
sensors is , typically3r r2 3 2.r r

Example 7.3. Reconsider the 2D truss accelerometer location as in Example 7.1.
Using 0.15 , determine the membership index I for each location.

The plot of the index is in Fig. 7.8. This indicates four accelerometer locations, 
namely, at nodes 2, 5, and 8 in the y-direction, and at node 7 in the x-direction.
These are the locations that are not heavily correlated, and have the best detection of 
modes 6, 3, 7, and 8, respectively.
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Figure 7.8. The 2D truss placement index I indicates four accelerometer locations. 

Example 7.4. International Space Station Structure.  This example is based on 
[115]. The Z1 module of the International Space Station structure, see Fig.1.9, is 
shaped with a basic truss frame and numerous appendages and attachments such as 
control moment gyros and a cable tray. The total mass of the structure is 30,000 lb. 

The finite-element model of the structure consists of 11,804 degrees of freedom
with 56 modes below the frequency of 70 Hz. The natural frequencies are listed in
Table 7.1. The task is to identify all modes below 70 Hz by generating dynamic test 
data, with accelerometers used as sensors. This nontrivial undertaking requires 
extensive pretest analysis and careful planning of the actuator and sensor locations, 
especially if one does not have the freedom to repeat the test and modify the 
sensor/actuator location for retesting.

Actuator Placement.  The first part of the analysis involves the selection of four 
actuator locations. The initial selection procedure combines engineering judgment,
practical experience, and physical constraints including the following criteria:

All target modes should be excited with relatively equal amplitudes.
The structure is excited in three axes. 
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We examined the structure drawings and the finite-element model in order to 
select 2256 actuator candidate locations out of the 11,804 translational degrees of 
freedom. The selection was based on accessibility of the locations, strength of the 
structural parts, modal masses, and local flexibility. It was assumed at this stage of 
analysis that accelerometers were located at all degrees of freedom. We determined
the Hankel norms of each actuator and used them to evaluate the actuator 
importance indices. For each of 56 modes the six most important actuators were 
selected, obtaining 268 actuator locations (it is less than 6  56, because some
locations were the same for two or more modes). Next, we calculated the correlation
coefficients of the Hankel norm vectors (see (7.23)) for each actuator location. Those 
highly correlated were discarded and the one with the highest placement index, out
of all the highly correlated actuators, was kept. 

Table 7.1.  Natural frequencies (Hz) of the International Space Station structure. 

Modes
1–8

Modes
9–16

Modes
17–24

Modes
25–32

Modes
33–40

Modes
41–48

Modes
49–56

  9.34 
16.07
19.21
21.14
22.67
23.81
25.24
26.33

28.93
29.44
30.19
30.42
31.21
32.25
33.88
34.71

35.07
35.16
36.43
37.21
37.61
38.30
39.79
40.37

40.71
41.18
42.10
42.46
43.34
44.83
46.42
47.34

49.78
50.98
51.39
54.82
57.02
57.61
58.42
59.24

60.91
61.53
62.92
63.25
63.46
64.22
64.70
65.23

65.91
66.79
67.05
67.26
67.49
67.63
69.17
69.67

In this process the number of actuators was reduced to 52 locations. The next 
step of the selection process involved the re-evaluation of the importance indices of 
each actuator and their comparison with the threshold value. In this step the number
of actuator locations was reduced to seven. The final step involved evaluation of the 
actual location of these actuators using the finite-element model simulations, along
with determination of accessibility, structural strength, and the importance index. 
The final four actuators were located at the nodal points, shown in Fig. 1.9 as white
circles. These four locations are essentially near the four corners of the structure. 

Sensor Placement.  The sensor selection criteria includes the following:

Establishing the maximum allowable number of sensors. In our case it was 400. 
Determination of the sensor placement indices for each mode. Sensors with the
highest indices were selected.
Using the correlation procedure to select uncorrelated sensors by evaluating the 
membership index.

The excitation level of each mode by the four selected actuators is represented by
the Hankel norms and is shown in Fig. 7.9(a). We see that some modes are weakly
excited, providing a weaker measurement signal; thus, they are more difficult to
identify. Figure 7.9(b) presents an overview of the sensor importance index for each
sensor as the sum of the indices for all modes. Sensors at the degrees of freedom
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with a larger amplitude of modal vibrations have higher indices. By looking at the
sensor importance indices for a particular mode we can roughly evaluate the
participation of each mode at a particular sensor location. The highly participating 
modes have a high index at this location. The set of illustrations presented in Fig. 
7.10 shows the placement indices of each sensor for the first 10 modes. The first
mode (Fig. 7.10(a)) is a global (or system) mode with indices for all sensors almost
identical. The second mode (Fig. 7.10(b)) is a global mode of more complex
configuration. The third, fourth, fifth, and seventh modes (Figs. 7.10(c),(d),(e),(g))
show more dominant responses from the cable tray attachment. The sixth mode is 
dominated by the local motion at locations 1000–2000, which correspond to the 
attachments and cross-beams near the circular dish on the side of the structure. The 
eighth and ninth modes (Figs. 7.10(h),(i)) are local modes of the control moment
gyros—see the four columns sticking up at the end. The last one (Fig. 7.10(j)) shows 
a highly dominant mode of a beam sticking out of the structure.

Figure 7.9.  The International Space Station structure with four actuators: (a) The Hankel 
norms indicate the importance of each mode; and (b) the sensor indices for all modes
indicate the importance of each sensor. 
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Figure 7.11 shows the membership index I, which has nonzero values for 341 
locations. Figure 7.12(a),(b) indicates with the circles the selected sensor locations. 
It can be observed that many of the sensors are located in and around the control 
moment gyros  (see Fig. 7.12) and the cable tray  (see Fig. 1.9), since 13 out of the 
56 modes involve extensive control moment gyro movement and nine are mostly
cable tray modes. Many of the 56 modes are local modes that require concentrations
of sensors at the particular locations seen in Fig. 7.12. 
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Figure 7.10.  The placement indices for the first ten modes indicate the sensor importance
for each mode: (a) Mode 1; (b) mode 2; (c) mode 3; (d) mode 4; (e) mode 5; (f) mode 6; 
(g) mode 7; (h) mode 8; (i) mode 9; and (j) mode 10. 
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In order to test the effectiveness of the procedure we compare the Hankel norms
of each mode, for the structure with a full set of 11,804 sensors, and with the 
selected 341 sensors. The norms with the selected sensors should be proportional to 
the norms of the full set (they are always smaller than the norms of the full set, but
proportionality indicates that each mode is excited and sensed comparatively at the 
same level). The norms are shown in Fig. 7.13, showing that the profile of the modal
norms is approximately preserved. 
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Figure 7.11.  Membership index I for the International Space Station structure shows the 
selected locations of  341 sensors. 

7.5   Placement for a Generalized Structure 

The problem of actuator and sensor placement presented in this section refers to the 
more general problem which consists of the selection of actuators not collocated 
with disturbances, and sensors not collocated with the performance outputs. This 
problem has its origin in both structural testing and control. 

7.5.1  Structural Testing and Control 

The formulation of structural testing is based on a block diagram as in Fig. 3.10. In
this diagram the structure input is composed of two inputs not necessarily
collocated: the vector of disturbances (w) and the vector of actuator inputs (u).
Similarly, the plant output is divided into two sets: the vector of the performance (z)
and the vector of the sensor output (y). The actuator inputs include forces and torque
applied during a test. The disturbance inputs include disturbances, noises, and
commands, known and unknown, but not applied during the test. The sensor signals 
consist of structure outputs recorded during the test. The performance output 
includes signals that characterize the system performance, and is not generally
measured during the test. 
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Figure 7.12.  Two views of the sensor location (marked with ) for the International Space 
Station structure.
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Figure 7.13.  The modal Hankel norms of the full set of sensors ( ), and the selected 
sensors ( ) of the International Space Station truss: The norms of the selected sensors are 
proportional to the norms of the full set of sensors.

It is not possible in general to duplicate the dynamics of a real structure during
testing. This happens not only due to physical restrictions or limited knowledge of 
disturbances, but also because the test actuators cannot be placed at the disturbance 
locations and sensors cannot be placed at the performance evaluation locations. 
Thus, to obtain the performance of the test item close to the performance of a 
structure in a real environment, we use the available (or candidate) locations of
actuators and sensors and formulate the selection criteria to imitate the actual 
environment as close as possible. 

The control design problem of a structure can be defined in a similar manner. The 
feedback loop is closed between the sensors and actuators of a structure. The 
actuators are placed within the allowable locations, and they are not necessarily
collocated with the disturbance locations; sensors are placed at the sensor allowable
locations, generally outside the locations of performance evaluation. In the control
nomenclature, u is the control input, y is the plant output accessible to the controller,
w is the vector of disturbances, and z is the vector of the performance output; for 
example, see [12].

7.5.2  Sensor and Actuator Properties 

Consider a plant as in Fig. 3.10, with inputs w and u and outputs z and y.  Let
be the transfer matrix from w to z, let be the transfer matrix from w to y, let
be the transfer matrix from u to z, and let  be the transfer matrix from u to y. Let 

, , , and  be the transfer functions of the ith mode.  The 
following multiplicative property of modal norms holds, see (5.52),

wzG

wyG uzG

uyG

wziG uyiG wyiG uziG

,   for 1,..., ,wzi uyi wyi uziG G G G i n  (7.25) 

where . denotes either H2, H , or Hankel norms.
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We show the impact of  on the overall system performance using the
following properties of the modal norms. Let  denote the transfer function of the 
ith mode, from the combined input {w, u} to the combined output {z, y}.  Its norm is 
as follows: 

uyG

iG

2
222 2 2

2 2 22 2
2

2 22 2 2 2 2 2
2 2 2 2 2 22 2

2 22 2 ,

mz
i mu mw mu mw mz m

my

mu mz mu my mw mz mw my

uzi uyi wzi wyi

C
G B B B B C C

C

B C B C B C B C

G G G G

2
y

where 1
2 i i

for the H2 norm, 1
2 i i

for the H  norm, and 1
4 i i

  for the 

Hankel norm. From the above equation we obtain 

22 2 2 ,i uzi uyi wzi wyiG G G G G
2

 (7.26) 

where .  denotes either H2, H , or Hankel norms. Consider S actuator locations, 
generating S inputs 1 .Su u The actuators impact only the first two terms of 

the above equation, and the last two are constant. Denote these two terms as 2
uiG ,

i.e.,

22 2 .ui uzi uyiG G G  (7.27) 

From the definitions of norms (7.3) to (7.7) we obtain the following property:

Property 7.1(a). Additive Property of Actuators of a Generalized
Structure.

22 2

1
,

k

S

ui wi u yi
k

G G  (7.28) 

where  is the transfer function of the ith mode from the kth actuator to the
output y, and 

ku yiG

wi  is the disturbance weight of the ith mode, defined as 
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2

21 .  (7.29) wzi
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wyi
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G

Proof.  From (7.3) or (7.6), it follows that 

2 222

1 1
   and ,

k k

S S

uzi u zi uyi u
k k

G G G G yi

where  is the transfer function of the ith mode from the kth actuator to the
performance z. Introducing the above equations to (7.27) we obtain 

ku ziG

2 22

1
.

k k

S

ui u zi u yi
k

G G G

Next, using (7.25) we obtain

,k

k

u yi wzi
u zi

wyi

G G
G

G

which, introduced to the previous equation, gives (7.28).

Note that the disturbance weight wi  does not depend on the actuator location. It
characterizes structural dynamics caused by the disturbances w.

Similarly we obtain the additive property of the sensor locations of a general 
plant. Consider R sensor locations with R outputs 1 .Ry y  The sensors impact
only the second and fourth terms of (7.26) and the remaining terms are constant.

Denote the second and fourth terms by
2

,yiG  i.e.,

2 2
,yi wyi uyiG G G

2
 (7.30) 

then the following property holds: 

Property 7.1(b). Additive Property of Sensors of a Generalized 
Structure.

22 2

1
,

k

R

yi zi uy i
k

G G  (7.31) 
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where

2

21 wzi
zi

uzi

G

G
 (7.32) 

is the performance weight of the ith mode. 

Note that the performance weight zi  characterizes part of the structural 
dynamics that is observed at the performance output. It does not depend on the
sensor location.

7.5.3  Placement Indices and Matrices

Properties 7.1(a),(b) are the basis of the actuator and sensor search procedure of a
general plant. The actuator index that evaluates the actuator usefulness in test is 
defined as follows: 

,kui u yi
ki

u

G

G
 (7.33) 

where
22

u uy uG G G 2
z , while the sensor index is 

,kyi uy i
ki

y

G

G
 (7.34) 

where
2 2

.y uy wyG G G
2

The indices are the building blocks of the actuator placement matrix ,

 (7.35) 

11 12 1 1

21 22 2 2

1 2

1 2

... ...

... ...
... ... ... ... ... ...

... ... th mode,
... ... ... ... ... ...

... ...

th actuator

k S

k S

i i ik iS

n n nk nS

i

k
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or the sensor placement matrix

 (7.36) 

11 12 1 1

21 22 2 2

1 2

1 2

... ...

... ...
... ... ... ... ... ...

... ... th mode.
... ... ... ... ... ...

... ...

th sensor

k R

k R

i i ik iR

n n nk nR

i

k

The placement index of the kth actuator (sensor) is determined from the kth column
of . In the case of the H2 norm it is the rms sum of the kth actuator indexes over all 
modes,

2

1
, 1,...,  or

n

k ik
i

k S R

R

 (7.37) 

and in the case of the H  and Hankel norms it is the largest index over all modes

 (7.38) max( ), 1,..., , 1,..., ork ik
i

i n k S

This property shows that the index for the set of sensors/actuators is determined
from the indexes of each individual sensor or actuator. This decomposition allows 
for the evaluation of an individual sensor/actuator through its participation in the 
performance of the whole set of sensors/actuators. 

7.5.4  Placement of a Large Number of Sensors

For the placement of a large number of sensors the maximization of the performance
index alone is not a satisfactory criterion. These locations can be selected using the 
correlation of each sensor modal norm. Define the kth sensor norm vector, which is
composed of the squares of the modal norms

2
1

2
2

2

,

k

k

k

uy

uy
uyk

uy n

G

Gg

G

 (7.39) 
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where  denotes the transfer function of the ith mode at the kth sensor. The norm
kuy iG

.  denotes the H2, H , or Hankel norm. We select the sensor locations using the
correlation coefficient  defined as follows: ,ikr

2 2

, 1,..., , 1,..., .
T
uyi uyk

ik
uyi uyk

g g
r i r k

g g
i r  (7.40) 

Denote a small positive number , say 0.01 0.20 . We define the 
membership index I(k), k = 1, …, r, as follows: 

0    if 1   and ,
( )

1 elsewhere,
ik k jr

I k  (7.41) 

for k > j and  r is the number of sensors. If I(k) = 1 the kth sensor is accepted and if 
I(k) = 0  the kth sensor is rejected (in this case the two locations j and k are either 
highly correlated or the jth location has higher performance j ).

From Property 7.1 the search procedure for the sensor placement follows:

1. The norms of the transfer functions ,  are determined (for all modes
and for each sensor) along with the norm of (for all actuators and all 
sensors).

wziG
kuy iG

yG

2. The performance k  of each sensor is determined from (7.34).
3. Check if the chosen location is highly correlated with the previously selected 

locations by determining the correlation coefficient  from (7.40), and the 
membership index I(k) from (7.41). Highly correlated sensors are rejected. 

ikr

Example 7.5. Consider the 3D truss as in Fig. 1.3. The disturbance w is applied at 
node 7 in the horizontal direction. The performance z is measured as rates of all
nodes.  The input u is applied at node 26 in the vertical direction, and the candidate 
sensor locations are at nodes 5, 6, 7, 12, 13, 14, 19, 20, 21, 26, 27, and 28, in all
three directions (a total of 36 locations). Using the first 50 modes, the task is to 
select a low number of sensors that would measure, as close as possible, the 
disturbance-to-performance dynamics.

First, we determine the H  norms of each mode of  they
are presented in Fig. 7.14(a),(b). Next, we check (7.25). Indeed, it holds since the 
plots of 

, , , and ;wz wy uz uyG G G G

1( ) wzk uykg k G G  and of 2 ( ) wyk uzkg k G G  overlap in Fig. 

7.15.
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Figure 7.14.  The H  norms of the 3D truss modes: (a) ( ) and  ( );  and (b) 
( )  and  ( ).
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Figure 7.15.  Overlapped plots of 1( )g k ( ) and 2 ( )g k  ( ) show that (7.25) holds.
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Figure 7.16. Modal weights for the 3D truss to accommodate disturbances in the 
generalized model.
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Figure 7.17.  Sensor indices for the 3D truss show the importance of each sensor. 
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Figure 7.18.  Membership index I for the 3D truss shows the selected sensor locations.

In the following we determine the sensor modal weights yi  for each mode,

which are shown in Fig. 7.16. We calculate the placement indices k  for each
sensor from (7.38), and their plot is shown in Fig. 7.17. Note that there are sensors 
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with a high value of k , and they are highly correlated. Therefore we calculate the
membership index I(k) assuming 0.03 . The index is shown in Fig. 7.18. Its only
nonzero values are for k = 29 and k = 30, that correspond to node 14 in the y- and z-
directions. Thus the rate sensors at node 14 in the y- and z-directions are chosen for 
this particular task. 

7.6   Simultaneous Placement of
  Actuators and Sensors

In this section we present a simultaneous selection of sensor and actuator locations; 
this is an extension of the actuator and sensor placement algorithm presented above. 
The latter algorithm describes either actuator placement for given sensor locations, 
or sensor placement for given actuator locations. The simultaneous placement is an 
issue of some importance, since fixing the locations of sensors while placing 
actuators (or vice versa) limits the improvement of system performance.

The algorithm consists of determination either H2, H , or Hankel norms for a 
single mode, single actuator, and single sensor. Based on these norms the sensor and 
actuator placement matrices are generated for each considered mode to evaluate 
sensor and actuator combinations, and to determine the simultaneous actuator and 
sensor locations that maximize each modal norm.

In this section the symbol .  will denote either the H2, H , or Hankel norms.
For the set R of the candidate actuator locations, we select a subset r of actuators 
and, concurrently for the set S of the candidate sensor locations, we select a subset s
of sensors. The criterion is the maximization of the system norm.

Recall that the norm ijkG  characterizes the ith mode equipped with a jth

actuator and kth sensor. Previously we defined the placement index for actuators and
for sensors separately; see (7.8) and (7.10) or (7.12) and (7.14). Here we define the
actuator and sensor placement index as follows: 

ijk
ijk

mi

G

G
 (7.42) 

for each mode, i = 1,…,n.

The placement index ijk  is a measure of the participation of the jth actuator and 
kth sensor in the impulse response of the ith mode. Using this index the actuator and
sensor placement matrix of the ith mode is generated, 
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  (7.43) 

11 12 1 1

21 22 2 2

1 2

1 2

... ...

... ...
... ... ... ... ... ...

... ... th actuator,
... ... ... ... ... ...

... ...

th sensor

i i i k i S

i i i k i S

i
ij ij ijk ijS

iR iR iRk iRS

j

k

i = 1,…,n.

For the ith mode the jth actuator index is the rms sum over all selected sensors, 

2

1
.

s

aij ijk
k

 (7.44) 

For the same mode the kth sensor index is the rms sum over all selected actuators 

2

1
.

r

sik ijk
j

 (7.45) 

These indices, however, cannot be readily evaluated, since in order to evaluate the 
actuator index one needs to know the sensor locations (which have not yet been 
selected) and vice versa. This difficulty can be overcome by using the property
similar to (7.25). Namely, for the placement indices we obtain 

 .ijk ilm ijm ilk  (7.46) 

This property can be proven by the substitution of the norms as in Chapter 5 into the
definition of the index (7.42).

It follows from this property that, by choosing the two largest indices for the ith
mode, say ijk  and ilm  (such that ),ijk ilm  the corresponding indices ijm  and 

ilk  are also large. In order to show this, note that ilm ijm ijk  holds, and 

ilm ilk ijk  also holds, as a result of (7.46) and of the fact that ijm ijk  and 

ilk ijk . In consequence, by selecting individual actuator and sensor locations
with the largest indices we automatically maximize the indices (7.44) and (7.45) of
the sets of actuators and sensors.

We illustrate the determination of the locations of large indices with the 
following example: Let 124 , 158 , and 163 be the largest indices selected for the 
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first mode. They correspond to 2, 5, and 6 actuator locations, and 3, 4, and 8 sensor
locations.  They are marked black in Fig. 7.19. According to (7.46) the indices 123,

128, 153, 154, 164, and 168 are also large. They are marked gray in Fig. 7.19. Now 
we see that the rms summation for actuators is over all selected sensors (3, 4, and 8), 
and the rms summation for sensors is for over all selected actuators (2, 5, and 6), and 
that both summations maximize the actuator and sensor indices.

 1  2     3   4    5     6   7   8   9   10 

sensor number 

1
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Figure 7.19.  An example of the actuator and sensor placement matrix for the first mode:
The largest indices are marked black, and the corresponding large indices are marked gray.

Example 7.6. Illustrate an actuator and sensor placement procedure with a clamped
beam as in Figure 1.4. The beam is 150 cm long, cross-section of 1 cm2, divided into 
100 equal elements. The candidate actuator locations are the vertical forces at nodes 
1 to 99, and the candidate sensor locations are the vertical rate sensors located at 
nodes 1 to 99. Using the H2 norm, and considering the first four modes, we shall
determine at most four actuator and four sensor locations (one for each mode).

Before we apply the placement procedure we check the accuracy of (7.46). For 
this purpose we choose the second mode, i.e., i = 2, and select the following actuator 
and sensor locations: j = k = 3, l = m = q, and q = 1,…,99. For these parameters
(7.46) is as follows: 

233 2 23 2 3, 1,...,99.qq q q q

The plots of the left- and right-hand sides of the above equations are shown in 
Fig. 7.20, showing good coincidence. 

In this example, n = 4 and R = S = 99. Using (7.42) and (7.43) we determine the 
actuator and sensor placement matrices for the first four modes and plot them in
Fig. 7.21(a)–(d). The maximal values of the actuator and sensor index in the
placement matrix determine the preferred location of the actuator and sensor for 
each mode. Note that for each mode four locations, two sensor locations and two
actuator locations, have the same maximal value. Moreover, they are symmetrical
with respect to the beam center; see Table 7.2. We selected no more than four 
collocated sensors and actuators for each mode. Namely, for mode 1—node 50; for



200   Chapter 7 

mode 2—nodes 29 and 71; for mode 3—nodes 21, 50, and 79; and for mode 4—
nodes 16, 40, 60, and 84. 

0 10 20 30 40 50
q

60 70 80 90 100
0

0.2

0.4

0.6

s 1
 a

nd
 s

2

Figure 7.20. The verification of (7.49):  denotes s1 = 233 2qq, and  denotes s2 = 23q 2q3,
and s1 = s2.

The above selection of actuators and sensors we performed for each mode
individually. Let us investigate the actuator and sensor selection for the first mode,
for the first two modes, for the first three modes, and for the first four modes. The H2
indices for these combinations are shown in Fig. 7.22(a)–(d). The first index is, of 
course, identical with the index in Fig. 7.21(a). The second index shows the actuator
and sensor location for the first two modes. Its maximum is at nodes 32 and 70; see 
Table 7.3. The third index shows the actuator and sensor location for the first three 
modes. Its maximum is at nodes 23, 50, and 77. The fourth index shows the actuator
and sensor location for the first four modes. Its maximum is at nodes 19, 39, 61, and
81. Note that the locations of the above indices are shifted with respect to the 
locations for the individual modes.

Table 7.2. The best actuator and sensor locations for the individual modes. 

Locations: (Actuator, Sensor)
Mode 1 (50,50)
Mode 2 (29,29), (29,71), (71,29), (71,71)
Mode 3 (21,21), (21,50), (21,79), (50,21), (50,50), (50,79), (79,21), (79,50), (79,79) 
Mode 4 (16,16), (16,40), (16,60), (16,84), (40,16), (40,40), (40,60), (40,84), (60,16),

(60,40), (60,60), (60,84), (84,16), (84,40), (84,60), (84,84)

Table 7.3. The best actuator and sensor locations for the first four modes. 

Locations: (Actuator, Sensor)
Mode 1 (50,50)
Modes 1 and 2 (32,32), (32,70), (70,32), (70,70) 
Modes 1, 2, and 3 (23,23), (23,50), (23,77), (50,23), (50,50), 

(50,77), (77,23), (77,50), (77,77) 
Modes 1, 2, 3, and 4 (19,19), (19,39), (19,61), (19,81), (39,19), (39,39), (39,61), 

(39,81), (61,19), (61,39), (61,61), (61,81), 
(81,19), (81,39), (81,61), (81,81) 
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Figure 7.21. Actuator and sensor placement matrix using H2 norm:
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(a) For mode 1. The maximal placement indices, in light color, correspond to the following 
(actuator, sensor) locations: (50,50).

(b) For mode 2. The maximal placement indices, in light color, correspond to the following 
(actuator, sensor) locations: (29,29), (29,71), (71,71), (71,29).

(c) For mode 3. The maximal placement indices, in light color, correspond to the following 
(actuator, sensor) locations: (21,21), (21,50), (21,79), (50,21), (50,50), (50,79).

(d) For mode 4. The maximal placement indices, in light color, correspond to the following 
(actuator, sensor) locations: (16,16), (16,40), (16,60), (16,84), (40,16), (40,40), (40,60),
(40,84), (60,16), (60,40), (60,60), (60,84), (84,16), (84,40), (84,60), (84,84). 
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Figure 7.22. Actuator and sensor placement matrix using H2 norm:
(a) For mode 1. The maximal placement indices, in light color, correspond to the following 

(actuator, sensor) locations: (50,50).
(b) For modes 1 and 2. The maximal placement indices, in light color, correspond to the

following (actuator, sensor) locations: (32,32), (32,70), (70,70), (70,32).
(c) For modes 1, 2, and 3. The maximal placement indices, in light color, correspond to the 

following (actuator, sensor) locations: (23,23), (23,50), (23,77), (50,23), (50,50),
(50,77).

(d) For modes 1, 2, 3, and 4. The maximal placement indices, in light color, correspond to 
the following (actuator, sensor) locations: (19,19), (19,39), (19,61), (19,81), (39,19), 
(39,39), (39,61), (39,81), (61,19), (61,39), (61,61), (61,81), (81,19), (81,39), (81,61), 
(81,81).
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8
Modal Actuators and Sensors

how to excite and monitor selected modes

                         All coordinate systems are equal,
but some are more equal than others.

— Edward Green

In some structural tests it is desirable to isolate (i.e., excite and measure) a single 
mode. Such a technique considerably simplifies the determination of modal
parameters, see [116]. This was first achieved by using the force appropriation 
method, also called the Asher method, see [107], or phase separation method, see 
[21]. In this method a spatial distribution and the amplitudes of a harmonic input 
force are chosen to excite a single structural mode. Modal actuators or sensors in a 
different formulation were presented in [38], [93], [75], and [114] with application to 
structural acoustic problems. In this chapter we present two techniques to determine
gains and locations of actuators or sensors to excite and sense a target mode or a set 
of targeted modes.

In the first technique we determine actuator (or sensor) gains based on the
relationship between the modal and nodal coordinates of the actuator or sensor
locations; see [43]. This approach is distinct from the force appropriation method
since it does not require harmonic input force. Rather, we determine the actuator 
locations and actuator gains, and the input force time history is irrelevant (modal
actuator acts as a filter). The locations and gains, for example, can be implemented
as a width-shaped piezoelectric film. Finally, in this approach we can excite and/or 
observe not only a single structural mode but also a set of selected modes.

The second technique—called an assignment technique—consists of the 
determination of the actuator (sensor) locations and gains to obtain a balanced 
system with the prescribed Hankel singular values. By setting the Hankel singular 
values equal to 1 for certain modes and to 0 for the remaining ones, the obtained
sensors will “see” only modes associated with nonzero Hankel singular values. Just 
these sensors form a set of modal sensors. Similarly, by setting the Hankel singular 
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values equal to 1 for certain modes and to 0 for the remaining, we obtain actuators 
that excite modes associated with nonzero Hankel singular values. Just these 
actuators form a set of modal actuators.

8.1  Modal Actuators and Sensors Through
 Modal Transformations 

In this section we discuss the determination of actuator and sensor locations and 
gains such that they excite and sense selected structural modes. A structural model in 
this chapter is described by the second-order modal model, as in Subsection 2.2.2. In 
modal coordinates the equations of motion of each mode are decoupled; see (2.26).
Thus, if the modal input gain is zero, the mode is not excited; if the modal output 
gain is zero, the mode is not observed. This simple physical principle is the base for 
the more specific description of the problem in the following sections. 

8.1.1  Modal Actuators 

The task in this section is to determine the locations and gains of the actuators such 
that  modes of the system are excited with approximately the same amplitude,

where 1  and n is the total number of considered modes. We solve this task 

using the modal equations (2.19) or (2.26). Note that if the ith row, , of the 

modal input matrix,

mn

,mn n

mib

,mB  is zero, the ith mode is not excited. Thus, assigning entries 

of  to either 1 or 0 we make the ith mode either excited or not. For example, if 

we want to excite the first mode only,
mib

mB  is a one-column matrix of a form

 On the other hand, if one wants to excite all modes

independently and equally, one assigns a unit matrix,

1 0 0 .
T

mB

.mB I

Given the modal matrix mB  we derive the nodal matrix oB  from (2.23). We 
rewrite the latter equation as follows: 

m oB RB ,       where 1 .T
mR M  (8.1) 

Matrix R is of dimensions .dn n  Recall that the number of chosen modes is 

 If the selected modes are controllable, i.e., the rank of R is  the least-
squares solution of (8.1) is 

.mn n ,mn

 .o mB R B  (8.2) 
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In the above equation R  is a pseudoinverse of R, 1 ,TR V U  where 
are obtained from the singular value decomposition of R, i.e., 

from

,  ,  andU V

.TR U V

Note that a structure with a modal actuator excites  modes only (other modes
are uncontrollable); therefore, the implementing modal actuator is equivalent to 
model reduction, where the structure has been reduced to  modes, or to 
states.

mn

mn 2 mn

The input matrix oB  in (8.2) that defines the modal actuator can be determined
alternatively from the following equation: 

,o mB M B (8.3)

which does not require a pseudoinverse. This is equivalent to (8.1). Indeed, let us

left-multiply (8.3) by  to obtainT T T
o mB M B  or .T

o m mB M B  By left-

multiplying the latter equation by 1
mM  we obtain (8.1).

Example 8.1. The Matlab code for this example is in Appendix B.  Consider a 
clamped beam as in Fig. 1.4 divided into 60 elements (in order to enable the reader 
to use the beam data from Appendix C.2, the code in Appendix B deals with the
beam divided into 15 elements). The vertical displacement sensors are located at
nodes 1 to 59, and the single output is the sum of the sensor readings. Determine the
actuator locations such that the second mode with 0.01 modal gain is excited, and
the remaining modes are not excited. Consider the first nine modes.

In this case, the modal input matrix is, 

Using it we determine a nodal input matrix

0 0.01 0 0 0 0 0 0 0 .
TT

mB

oB  from (8.2). This contains gains of the 
vertical forces at nodes 1 to 59. The gain distribution of the actuators is shown in
Fig. 8.1(a). Note that this distribution is proportional to the second mode shape. This 
distribution can be implemented as an actuator width proportional to the gain. Thus, 
an actuator that excites the second mode has the shape shown in Fig. 8.1(b). 

Next, in Fig. 8.2 we present the magnitude of the transfer function for the input 
and the outputs defined as above. The plot shows clearly that only the second mode
is excited. This is confirmed with the impulse response at node 24, Fig. 8.3(a), 
where only the second harmonic is excited. Figure 8.3(b) shows the simultaneous
displacement of nodes 0 to 60 for the first nine time samples. They also confirm that 
only the second mode shape was excited.

If we want to excite the ith mode with certain amplitude, say,  the H,ia  norm
can be used as a measure of the amplitude of the ith mode. In the case of a single-
input–single-output system the H norm of the ith mode is equal to the height of the 
ith resonance peak. In the case of multiple inputs (or outputs) the H  norm of the ith
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mode is approximately equal to the root-mean-square (rms) sum of the ith resonance 
peaks corresponding to each input (or output). This is approximately determined as 
follows:
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Figure 8.1.  (a) Actuator gains and (b) the corresponding piezoelectric actuator width that
excite the second mode.
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Figure 8.2. Magnitude of a transfer function with the second-mode modal actuator: Only the
second mode is excited.
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Figure 8.3. Beam with the second-mode modal actuator: (a) Impulse response at node 6 
shows the harmonic motion with the second natural frequency; and (b) nodal displacements
for the first nine time samples show the second mode shape. 

2 2 ;
2

mi mi
i

i i

b c
G  (8.4) 

see (5.21).

Assume a unity input gain for the current mode, i.e., 
2

1,mib  so that the 

current amplitude  is oia

2 .
2

mi
oi

i i

c
a  (8.5) 

In order to obtain amplitude we multiply  by the weight , such thatia oia iw

 .i i oa w a i  (8.6) 

Introducing (8.5) to the above equation we obtain 
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2

2
.i i i

i
mi

a
w

c
(8.7)

Define the weight matrix 1 2diag( , , , )nW w w w , then the matrix that sets the 
required output modal amplitudes is 

 .mw mB WB  (8.8) 

Example 8.2. Consider the same beam as in Example 8.1. Find a modal actuator that
excites all nine modes with an amplitude of 0.01.

For this task the modal input matrix mB  is as follows: 

The weighting matrix we obtain from (8.7). The 

resulting gains of the nodal input matrix

0.01T
mB

1 1 1 1 1 1 1 1 1 .
T

oB  are shown in Fig. 8.4(a); note that they
do not follow any particular mode shape. The width of a piezoelectric actuator, that 
corresponds to the input matrix oB  and that excites all nine modes, is shown in Fig.
8.4(b).

In Fig. 8.5 we show the plot of the transfer function of the single-input system
with the input matrix oB . The plot shows that all nine modes are excited, with 
approximately the same amplitude of 0.01 cm. Figure 8.6(a) shows the impulse
response at node 24. The time history consists of nine equally excited modes. Figure 
8.6(b) shows the simultaneous displacement in the y-direction of all nodes. The 
rather chaotic pattern of displacement indicates the presence of all nine modes in the
response.

8.1.2  Modal Sensors 

The modal sensor determination is similar to the determination of modal actuators. 
The governing equation is derived from (2.24) and (2.25), 

,

.

mq oq

mv ov

C C

C C
 (8.9) 

If we want to observe a single mode only (say, the ith mode) we assume the modal
output matrix in the form of 0 0 1 0mqC 0 , where 1 stands at the 

ith position. If we want to observe  modes we assume the modal output matrix in 

the form of , where 

mn

1 2, , ,mq q q qnC c c c 1qic  for selected modes, otherwise, 

 Next, we obtain the corresponding output matrix from (2.24): 0.qic
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 ,oq mqC C  (8.10) 

where is the pseudoinverse of .  Similarly, we obtain the rate sensor matrix
 from the assigned modal rate sensor matrixovC ,mvC

 .ov mvC C  (8.11) 

Above we assumed that the assigned modes are observable, i.e., that the rank of 
is  where  is the number of the assigned modes.,mn mn
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Figure 8.4. (a) Actuator gains; and (b) the corresponding piezoelectric actuator width that
excites all nine modes.

Note that an output of a structure with a single modal sensor represents a single
mode (other modes are not observable), therefore, the system has been reduced to a
single mode, or to two states. 
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Figure 8.5. Magnitude of a transfer function for the nine-mode modal actuator shows the
nine resonances of the excited modes.
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Figure 8.6. The beam with the nine-mode modal actuator: (a) Impulse response at node 6 
includes nine modes motion; and (b) nodal displacements for the first nine time samples
show no particular pattern.
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The following are equations that determine modal sensors alternatively to (8.10)
and (8.11):

 (8.12) 

1

1

,

.

T
oq mq m

T
ov mv m

C C M M

C C M M

These equations are equivalent to (8.9). Indeed, let us right-multiply the first

equation (8.12) by  obtaining 1 T
oq mq mC C M M , which gives

 or 1
oq mq m mC C M M oq mqC C , i.e., the first equation (8.9). Similarly, we can 

show the equivalence of the second equation of (8.12) and (8.9). 

We obtain multiple modes with assigned modal amplitudes ai using the sensor 
weights, and the weighted sensors we obtain from (8.7). Namely, the ith weight is 
determined from the following equation: 

2
2

2
,i i i

mi
mi

a
c

b
 (8.13) 

where ai is the amplitude of the ith mode.

Example 8.3. Consider a beam from Fig. 1.4 with three vertical force actuators 
located at nodes 2, 7, and 12, and find the displacement output matrix  such that 

the first nine modes have equal contribution to the measured output with amplitude
0.01.

oqC

The matrix  that excites the first nine modes is the unit matrix of dimension

9, and of amplitude a
mqC

i = 1, i.e., 91mqC W .I  The gains that make the mode

amplitudes approximately equal we determined from (8.13), and the output matrix
 we determined from (8.10). For this matrix the magnitudes of the transfer

functions of the nine outputs in Fig. 8.7 show that all nine of them have a resonance 
peak of 1.0.

oqC

Example 8.4. Consider a beam from Fig. 1.4 with actuators as in Example 8.3, and 
find the nodal rate sensor matrix  such that all nine modes, except mode 2, 
contribute equally to the measured output with an amplitude of 0.01. 

ovC

The matrix  that gives in the equal resonant amplitudes of 0.01 is as follows: 

 where the weight W is determined

from (8.13), and the output matrix  is obtained from (8.11). For this matrix the
magnitude of the transfer function is shown in Fig. 8.8 (dashed line). This is 
compared with the magnitude of the transfer function for the output that contains all

mvC

0.01 1 0 1 1 1 1 1 1 1 ,mvC W

ovC



212   Chapter 8 

nine modes (solid line). It is easy to notice that the second resonance peak is missing
in the plot. 

10
0

10
1

10
–4

10
–2

10
0

m
ag

ni
tu

de

10
2

10
3

10
4

frequency, Hz

Figure 8.7. Magnitude of the transfer function with the nine single-mode sensors for the first
nine modes shows a single resonance for each sensor. 
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Figure 8.8. Magnitude of the transfer function with the nine-mode sensor (solid line), and
for the eight-mode sensor (dashed line). The latter includes the first nine modes except the
second one. 
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8.2  Modal Actuators and Sensors Through 
       Grammian Adjustment 

In the method presented above the modal actuator does not depend on the sensors’ 
location. But, the sensors can be located such that the actuated mode can be 
unobservable. We can notice a similar situation in the modal sensor procedure: it is
independent on the actuator location. But a sensed mode can be uncontrollable. The 
method proposed below allows us to avoid that undesirable situation. 

It was shown in Chapter 4 that in modal coordinates the controllability and 
observability grammians are diagonally dominant; thus, their product is diagonally
dominant as well, with approximate Hankel singular values on the diagonal. Each 
pair of Hankel singular values corresponds to the natural mode of a structure. If the 
pair of Hankel singular values is zero, the mode is not observable and not 
controllable. Thus, setting selected Hankel singular values to zero we can suppress 
the motion of certain modes. On the other hand, by appropriately scaling them we 
excite the required level of motion. Let us check how the scaling impacts the Hankel 
singular values (or Hankel norms) of a structure. 

Consider a structure in modal representation , and a diagonal 
nonsingular matrix S in the following form:

( , , )m m mA B C

 (8.14) 2 1 1 2 2diag( ) diag( , , , ,..., , ).iS s I s s s s s sn n

m

Since  is block-diagonal, we have the following property:mA

 (8.15) 1 .mS A S A

Consider the controllability Lyapunov equation in modal coordinates 

0,T T
m c c m m mA W W A B B  (8.16) 

and scale the input matrix to obtain msB  such that 

 .ms mB SB  (8.17) 

We will show that the controllability grammian  for the scaled input matrix is 
scaled as follows: 

csW

 (8.18) 2 .cs cW S W

In order to show this let us consider a Lyapunov equation with the scaled input 
matrix, i.e., 
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0.T T
m cs cs m m mA W W A SB B S

We determine  by multiplying the above equation from the left and right by

 and inserting where necessary the identity matrix

csW
1,S 1,SS  to obtain 

1 1 1 1 1 1 0.T T
m cs cs m m mS A SS W S S W S SA S B B

Using property (8.15) we simplify the above equation as follows: 

1 1 1 1 0.T T
m cs cs m m mA S W S S W S A B B

Comparing the above equation and (8.16) we find that 1
c csW S W S 1  or, in other 

words,

 .cs cW SW S  (8.19) 

Or, because  is diagonally dominant,cW 2 .cs cW S W

Similar results we can obtain for the observability grammians in modal
coordinates. Let be an observability grammian obtained for the modal output 

matrix , and let  be an observability grammian obtained for the scaled output 

matrix  where the scaling matrix S is given above. Similarly to the 
controllability grammians we can show that the observability grammians are related 
as follows: 

oW

mC osW

ms mC C S

c oW W

.

 (8.20) 2 .os o oW SW S S W

The properties (8.18) and (8.20) allow us to scale the input and output matrices in
order to obtain the required grammians. In particular, we will use them to obtain the
required Hankel singular values. In modal coordinates the grammians are diagonally
dominant; thus, the matrix of Hankel singular values ( ) is obtained as 

.1/ 2( )

Let the input matrix be scaled with matrix  and the output matrix with  The 
Hankel singular values for the scaled system are 

cS .oS

1/ 2( )s cs osW W

Introducing the scaled grammians from (8.19) and (8.20) to the above equation we 
obtain
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 ,s c oS S  (8.21) 

since 1/ 2 2 2 1/ 2 1/ 2( ) ( ) ( )s c c c o o o c o c o c o c o c oS W S S W S S S W W S S W W S S . In this 

derivation we used the properties c c c cW S S W  and o o o oW S S W , since  and 

are diagonal and  and  are diagonally dominant.
cS oS

cW oW

Equation (8.21) is used to “shape” the Hankel singular values, or Hankel norms.
Denote by the Hankel singular values for the given (or initial) input and output 
matrices B and C. We require that the system has a new set of Hankel singular 
values denoted by the diagonal matrix .s From (8.21) we find that the scaling 

factors  and  will be as follows: cS oS

1.c o sS S  (8.22) 

Note that if the system is controllable and observable the Hankel singular values
matrix  is nonsingular. Now we have a freedom of scaling the input or output
matrix, or both. If we decide to scale the input we assume ,oS I  if the output we 

assume  if both we select  and  such that (8.22) is satisfied. ,cS I cS oS

The algorithm is summarized as follows: Given a structure state-space 
representation  (A,B,C). If the inputs and outputs locations are not known (matrices
B and C) select them arbitrarily. The task is to find a new representation 
such that its Hankel singular values are given by the positive semidefinite and
diagonal matrix

( , , )n nA B C

0.s

1. For a given initial state-space representation of a structure (A,B,C) find the 
corresponding modal representation ( . If the modal transformation

is

, , )m m mA B C

,mx Rx  where x are current states and mx  are modal states, then

1

1

,

,

.

m

m

m

A R AR

B R B

C CR

2. Find the Hankel singular values  of the representation . This is 
done by determining the diagonally dominant controllability and observability
grammians  and  from the Lyapunov equations (4.5), and the matrix  is 
obtained as 

( , , )m m mA B C

cW oW

.  (8.23) 1/ 2( )c oW W

3. Determine the matrix 1.s
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4. From (8.22) find either  or . If we want to shape actuators assume

thus,  If we want shape sensors assume

cS oS ;oS I
1.c sS ;cS I  thus, 1.o sS

5. In the case of actuator shaping determine a new input matrix in modal
coordinates

1 ,nm c m s mB S B B  (8.24) 

and in the case of sensor shaping determine a new output matrix in modal
coordinates

1.nm m o m sC C S C  (8.25) 

6. Determine the new input and output matrices in the original (nodal) coordinates 

1

,

.

n nm

n nm

B RB

C C R
 (8.26) 

Example 8.5.  Consider a clamped beam as in Fig. 1.4 divided into n = 60 elements.
Determine modal sensors for the first mode, and for the first five modes, that
produce responses with amplitudes 1. 

We obtained the state matrix A from the beam mass, stiffness, and damping
matrices; see (2.35). The system has 177 degrees of freedom, or 354 states. The 
vertical input force is located at node 24. The preliminary sensor location is the
vertical displacement at the same node. The matrix s  is

diag([0.5, 0.5, 0, 0, , 0, 0])s

in the first case (the amplitude is twice the Hankel singular values). For the second 
case, we have the following Hankel singular values: 

diag([0.5, 0.5, 0.5, 0.5, 0.5, 0.5, 0.5, 0.5, 0.5, 0.5, 0, 0, , 0, 0]).s

We follow the above algorithm. In the first step we determine the modal
representation  and the modal transformation matrix R. For this
representation we find the matrix of Hankel singular values by solving the Lyapunov
equations (4.5), obtaining grammians  and , and matrix  is obtained from

(8.23). Next, the matrix

( , , )m m mA B C

cW oW
1

s  is determined and is 

1 diag( 5.62, 5.62, 0, 0, , 0, 0)s

in the first case, and
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1 diag(5.62, 5.62, 0.375, 0.375, 59.7, 59.7, 32.8, 32.8, 2882.7, 2830.7, 0, 0, , 0, 0)s

in the second case. 

Next we determine the modal sensor matrix from (8.25) and matrix
from (8.26). This matrix consists of two parts, displacement and velocity sensors, 

. The velocity part was very small when compared with the

displacement part, i.e., , and the plot of  is shown in Fig. 8.9 for the first 

case and in Fig. 8.10 for the second case. In both cases the horizontal displacements
were virtually zero. The plots show vertical displacements. In-plane rotations were 
nonzero, but neglecting them has not changed the system response. The magnitudes
of the transfer functions and impulse responses for Cases 1 and 2 are shown in
Figs. 8.11 and 8.12, respectively. The transfer function for the first case shows a 
single mode excitation, and five equally excited modes in the second case. The 
impulse response shows a single harmonic excited in the first case, and multiple
harmonics excited in the second case. 
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Figure 8.9. Sensor gains for single-mode modal filter. 
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Figure 8.10. Sensor gains for five-mode modal filter. 
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Figure 8.11. Single-mode modal filter: (a) Impulse response is a harmonic motion of natural
frequency corresponding to the mode; and (b) magnitude of the transfer function shows a 
single resonant peak of the corresponding natural frequency.
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and (b) magnitude of the transfer function shows five resonance peaks.



9
System Identification 

 how to derive a model from field data 

It is a capital mistake to theorize
before one has data.

—Sherlock Holmes

The LQG and H  controllers, analyzed later in this book, are model-based ones, i.e., 
such that the plant model (used as an estimator) is a part of the controller. In this 
case the performance of the closed-loop system depends on the accuracy of the plant
model. The accuracy is defined as a discrepancy between the dynamics of the actual
plant and its model. For this reason, analytical models of a plant obtained, for 
example, from the finite-element model, are inaccurate and are acceptable in the 
simulation stages only. In implementation the test data are used to determine the
accurate plant model—in a procedure known as system identification.

System identification is a fairly developed research field; the reader will find
up-to-date identification methods in the comprehensive studies of Natke [111],
Ljung [102], Juang [84], and Ewins [33], and get a good insight into the problem.
Among the many identification procedures available, we describe here only one—
the Eigensystem Realization Algorithm (ERA)—which gives the balanced (close to 
modal) state-space representation. The advantage of the ERA algorithm is that it
does not require parametrization (the performance of various identification
algorithms depends on the number of parameters to be identified which depends, in
turn, on how the system model is represented). In addition, the modal/balanced
representation gives an immediate answer to the question of the order of the
identified system, as discussed in Chapter 6. The problem of system order in the
identification procedure is an important one: for a structural model of too low order
a significant part of the plant dynamics is missing; this may cause closed-loop 
instability due to spillover. A system of too high order, on the other hand,
contributes to controller complexity, and may introduce unwanted dynamics and 
deteriorate the closed-loop system performance.
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The ERA system identification is based on the realization method of Ho and
Kalman [72]. This approach, developed by Juang into the ERA method, is widely
used in flexible structure identification. The ERA method is described in [84]. The
presentation below is based on derivations given in [84], [60], and [61].

9.1  Discrete-Time Systems 

It is a common feature nowadays that for system identification purposes the input
and output signals are recorded digitally—as discrete-time signals. For this reason,
we depart in this chapter from the continuous-time models, and use the discrete-time 
state-space representation. The sampling time of the recorded signals is denoted by 

t, and the signal u at time i t is denoted as ui. With this notation the discrete-time
state-space representation is given by the following difference equations; see (3.46): 

1 ,

.

i i

i i

i

i

x Ax Bu

y Cx Du
 (9.1) 

For a system with s inputs and r outputs denote the controllability matrix of order p,

p  (also called the reachability matrix in the discrete-time case), and the 

observability matrix of order p, ,p  see (4.9) and (4.13), 

1

1

, , where max( , )p
p p

p

C

CA
B AB A B p s r

CA

 (9.2) 

These matrices are of dimensions n (s p) and (r p) n, respectively, where n is
the assumed system order. It is also assumed that s p > n, and r p > n. In practice,
the sizes s p and r p of these matrices are much larger than the system order n,

 and ,s p n r p n

p

 (9.3) 

in order to minimize the identification error caused by the measurement noise. 

The controllability grammian,  over the time interval T = [0 p t], and the

observability grammian,  over the same interval, are defined as follows: 

( ),cW p

( ),oW p

 (9.4) ( )  and ( ) .T T
c p p o pW p W p
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9.2  Markov Parameters 

Consider the impulse response of a system described by (9.1) and assume the initial 
condition zero,  We describe the impulse input by the following sequence:

 and  for i = 1,2,3,4,…. For this input the solution of (9.1) is 
0 0.x

0 1u 0iu

0

0 0

1 0 0

1 1 1

2 1 1

2 2 2

2
3 2 2

2
3 3 3

1
1

1

0,

,

,

,

,

,

,

,

,

.

k
k k k

k
k k k

x

y Du D

x Ax Bu B

y Cx Du CB

x Ax Bu AB

y Cx Du CAB

x Ax Bu A B

y Cx Du CA B

x Ax Bu A B

y Cx Du CA B

 (9.5) 

We see that at the moment t k t  and the impulse response is  The 

matrices k = 1,2,3,…, are known as the Markov parameters of a 
system. They will be used for the identification of a structural model, since the 
system matrices A, B, C, and D are implanted into the Markov parameter sequence. 

1 .k
ky CA B

1 ,k
kh CA B

9.3  Identification Algorithm 

The presented algorithm is based on the measured impulse responses of a system,
and derived from the Markov and Hankel matrices. The matrices hk, of dimension
r s, k = 0,1,2,..., such that

 ,  (9.6) k
kh CA B

are called Markov matrices or Markov parameters. For the discrete-time systems
they have the following physical interpretation: the ith column of the kth Markov 
matrix hk represents the impulse response at the time k t with a unit impulse at the
ith input. Thus, in many cases, the Markov matrices can be directly measured or 
obtained from the input–output time records (see the next section) and, therefore, are 
often used in system identification.
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The base for the identification algorithm is the Hankel matrix, H1, and the shifted 
Hankel matrix, H2, which are defined as follows: 

 (9.7) 

1 2 2 3 1

2 3 1 3 4 2

1 2

1 2 1 1 2 2

and .

p p

p p

p p p p p p

h h h h h h

h h h h h h

H H

h h h h h h

Their dimensions are (r  p) (s p). It is easy to note that the Hankel matrix and
the shifted Hankel matrix are obtained from the controllability and observability
matrices, namely,

1

2

,

.

p p

p p

H

H A
 (9.8) 

These matrices do not depend on system coordinates. Indeed, let the new 
representation, xn, be a linear combination of the representation x, i.e., nx Rx , then

and1,nA RAR ,np pR 1;np pR  therefore, the Hankel matrices in the

new coordinates are the same as in the original ones, since

1
1 1

1 1
2 2

,

.

n np np p p p p

n np n np p p p p

H R R H

H A R RAR R A H

In the identification algorithm we do not know, of course, the controllability or 
observability matrices, p  and .p  However, we have access to the measured

impulse responses; consequently, the Hankel matrices, H1 and H2, are known. The 
basic idea in the identification procedure given below is to decompose H1 similarly
to the first equation (9.8), as in [84], [60], and [61],

1 .H PQ  (9.9) 

The obtained matrices Q and P serve as the new controllability and observability
matrices of the system. Therefore, replacing p  and p  in the second equation (9.8)

with Q and P, respectively, one obtains 

2 .H PAQ  (9.10) 

But, if matrices P and Q are full rank, we obtain the system matrix A from the last
equation as 
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2 ,A P H Q  (9.11) 

where P and Q  are the pseudoinverses of P and Q, respectively,

1

1

( )

( )

T T

T T

P P P P

Q Q QQ

,

,
 (9.12) 

such that 

and .P P I QQ I  (9.13) 

Having determined A, the matrix B of the state-space representation (A,B,C,D) is 
easily found as the first s columns of Q (this follows from the definition of the 
controllability matrix, (9.2)); therefore, 

 (9.14) ,     where 0 0 .
T

s s sB QE E I

Similarly, the first r rows of P give the output matrix C,

 (9.15) ,   where 0 0 .
TT

r r rC E P E I

The determination of the feed-through matrix D we will explain later. 

The decomposition (9.9) of the Hankel matrix H1 is not unique. It could be, for
example, the Cholesky, LU, or QR decompositions. However, using the singular
value decomposition we obtain the identified state-space model (A,B,C,D) in the 
balanced representation. Indeed, denote the singular value decomposition of the 
Hankel matrix H1 as follows: 

2
1 ,TH V U  (9.16) 

where

1 2diag( , , , ),

  and ,

m

TUU I V V IT
 (9.17) 

and  Comparing (9.9) and (9.16), we obtain the controllability
and observability matrices in the form

min( , ).m s p r p

  and ;TQ U P V

hence, their pseudoinverses, in this case, are as follows: 
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1 1 and .TQ U P V

But, from (9.4), it follows that 

2

2

( ) ,

( ) ,

T
c

T
o

W p QQ

W p P P
 (9.18) 

i.e., that the controllability and observability grammians over the time interval
T = [0 p t] are equal and diagonal, hence the system is balanced over the interval T.
This fact has a practical meaning: the states of the identified system are equally
controlled and observed. But weakly observed and weakly controlled states can be 
ignored, since they do not contribute significantly to the system dynamics. They are 
usually below the level of measurement noise. Thus, using the singular value
decomposition of the Hankel matrix H1 one can readily determine the order of the 
identified state-space representation (A,B,C,D): the states with small singular values
can be truncated. Of course, the measurement and system noises have an impact on 
the Hankel singular values, and this problem is analyzed in [84].

Beside the noise impact on the identification accuracy, one has to carefully
determine the sampling time t: it should be small enough to include the system
bandwidth, but not too small, in order to ease the computational burden. The size of 
the record p should satisfy the conditions of (9.3). The procedure identifies the
model such that the model response fits the plant response for the time T = [0 p t].
Thus, too-short records can produce a model which response fits the plant response 
within the time segment T, and departs outside T, which makes the model unstable.
This we illustrate in the following examples. 

9.4  Determining Markov Parameters 

From measurements one obtains the input and output time histories, rather than the 
Markov parameters themselves (the exceptions are impulse response measurements).
However, the above presented algorithm identifies the state-space representation
from the Hankel matrices, which are composed of Markov parameters. Therefore, in
this section we describe how to obtain the Markov parameters from the input and 
output measurements.

In order to do this, denote the Markov matrix H that contains p + 1 Markov 
parameters

1
1 2 .p

o pH D CB CAB CA B h h h h (9.19)

Denote also the output measurement matrix Y,
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1 2 ,oY y y y yq  (9.20) 

and the input measurement matrix in the following form:

 (9.21) 

1 2

11 1

22

0

.0 0

0 0 0

qo p

qo p

qo p

q po

uu u u u

uu u u

U uu u

uu

We show below (using the state equations (9.1)) that the relationship between the H,
Y, and U matrices is as follows: 

.Y HU  (9.22) 

Namely, for and zero initial conditions 0, , 2 , ,t t t ( 0)ox  we obtain

1

1 1 1 1

2 1 1 1

2 2 2 1 2

2
3 2 2 1 2

2
3 3 3 1 2

,

,

,

,

,

,

.

o o

o

o

o

o

o

o

y Du

x Bu

y Cx Du CBu Du

x Ax Bu ABu Bu

y Cx Du CABu CBu Du

x Ax Bu A Bu ABu Bu

y Cx Du CA Bu CABu CBu Du3

Continuing for i = 3,4,…,q, q p, we combine equations for yi into the system of 
equations (9.22). It was also assumed that for sufficiently large enough p one 

obtained 0.pA

If the matrix U is of full rank (enough data samples are collected so that there are
more independent equations than unknowns) the solution of (9.22) is as follows:

 (9.23) 1,  where ( ) .T TH YU U U UU

Matrix M contains all the Markov parameters necessary for the system identification 
procedure, and the first component is the feed-through matrix D.

For noisy input and output data we determine the Markov parameters using the 

averaging, or correlation, matrices as follows. By right-multiplying (9.22) by 
and averaging, we obtain 

TU
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 (9.24) E( ) E( ),TYU H UU T

where E(.) is an averaging operator. However, E( )T
yuR YU  is the correlation

matrix between the input and output, and E( )T
uuR UU  is the autocorrelation 

matrix of the input. Thus, the above equation now reads as follows: 

 .yu uuR HR  (9.25) 

If uuR  is nonsingular, then

1;yu uuH R R  (9.26) 

otherwise,

 .yu uuH R R  (9.27) 

Let the data records Y and U be divided into N segments,  and , i = 1,2,…,N,
then we obtain the correlation matrices as follows: 

iY iU

1 1

1
and .

N N
T T

yu i i uu i i
i i

1
R YU R U U

N N
 (9.28) 

The difference between (9.22) and (9.25) lies in the fact that the first equation uses 
raw data while the second uses averaged (smoothed) data, and that the size of the 
matrix to be inverted is much larger in (9.22) than in (9.25). Indeed, for s inputs, p
Markov parameters, and q data samples (note that  and  the size of a 

matrix to be inverted in the first case (U) is sp q, while in the second case 

,q s )q p

( )uuR  it

is sp sp.

9.5  Examples 

In this section we perform the identification of the models of a simple structure (in
order to illustrate the method in a straightforward manner); the 2D truss—a more
complicated structure, and the Deep Space Network antenna where the model is
identified from the available field data. 

9.5.1  A Simple Structure 

The Matlab code for this example is in Appendix B.  Analyze a simple system
with k1 = 10, k2 = 50, k3 = 50, k4 = 10, m1 = m2 = m3 = 1, and with proportional
damping matrix, D = 0.005K + 0.1M. The input is applied to the third mass and the
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output is the velocity of this mass. Identify the system state-space representation
using the step response. The sampling time is t = 0.1 s.

We apply the unit step force at mass 3 at t = 0.1 s. We measure the velocity of
mass 3 and its plot is shown in Fig. 9.1(a). First, we determine the Markov 
parameters from (9.23) using matrices U and Y. Matrix U is defined in (9.21). Since
the input is the unit step, its entries are as follows: u0 = 0, u1 = 1, u2 = 1, u3 = 1, etc. 
We measured 300 samples; thus, q = 300 in (9.21). The matrix Y is composed of the
output measurements, as defined in (9.20). We would like to determine 30 Markov
parameters; thus, p = 30 in (9.20). The solution of (9.23) gives the Markov 
parameters, as plotted in Fig. 9.1(b).
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Figure 9.1. Simple system test: (a) Velocity of mass 3 due to step force at the same mass is 
used to identify the system state-space representation; and (b) Markov parameters of the
system that correspond to the step response.

Having calculated the Markov parameters we determine the state-space 
representation of the system. Note first that the feed-through matrix D is zero, since
the first Markov parameter is zero. Second, we form the Hankel matrices H1 and H2

from the already determined Markov parameters, as in (9.7).  We decompose the 
matrix H1 into P and Q matrices, as in (9.9). Next, we obtain the state matrix A from
(9.11), the input matrix B from (9.14) (or as a first column of Q), and the output
matrix C from (9.15) (or as a first row of P).
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The remaining problem is the order of the matrix A. It can be assumed
comparatively large, but by doing this the noise dynamics can be included in the 
model. In order to determine the minimal order of the state-space representation we
use the singular value decomposition of the Hankel matrix H1; see (9.16). The 
singular values of H1 are the Hankel norms of the system that denote the importance
of each state. The plots of the Hankel singular values of H1 are shown in Fig. 9.2. It
can be seen from the plot that the Hankel singular values for the first six states are 
nonzero, and the remaining Hankel singular values are zero. Thus, the minimal order
of the identified state-space representation is 6.
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Figure 9.2. Hankel singular values of the identified model of the simple system.

The obtained model is a form of a discrete-time state-space representation. The
final step is to convert it to the continuous-time representation, which is as follows: 

1.4592 2.9565 6.1662 0.4949 0.7802 0.8767

2.9565 0.0371 0.1709 0.2999 0.3370 0.0568

6.1662 0.1709 0.6390 3.5649 0.5755 0.1282

0.4949 0.2999 3.5649 0.0840 0.6860 1.0312

0.7802 0.3370 0.5755 0.6860 0.0116 12.2759

0.

A

8767 0.0568 0.1282 1.0312 12.2759 0.0991

,

2.9880

0.2581

0.6855
,

0.9733

0.8774

0.6380

B

0.2779 0.0168 0.0065 0.0850 0.0831 0.0083 .C
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We simulated the step response of the obtained system. The “measured” (used for 
system identification) and simulated responses are compared in Fig. 9.1(a). They
virtually overlap.

The above was an example of ideal—or nonnoisy—measurements. Since all 
measurements contain noise, let us consider a situation where the measured step
response is corrupted with an additive white noise of standard deviation of 0.003.
This measurement is shown in Fig. 9.3(a). Again, we obtain the Markov parameters,
see Fig.9.3b, which are slightly different from those in the nonnoisy case. From the
Markov parameters we obtain the Hankel matrices H1 and H2, and determine the 
state-space representation. The Hankel singular values of H1 are shown in Fig. 9.4.
Now we see that the zero-valued Hankel singular values from the previous case 
become nonzero. Still they are small enough to determine that the system order is 6.
However, larger measurement noise will cause even larger singular values 
corresponding to the noise, and makes it impossible to distinguish between “system”
states and “noise” states. The step response of the identified model is plotted in
Fig. 9.3(a), showing good coincidence with the measurements.
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Figure 9.3. (a) Noisy velocity measurements of mass 3 and the response of the identified
system; and (b) Markov parameters obtained from the noisy response.
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Figure 9.4. Hankel singular values of the identified model of the noisy system.

9.5.2  The 2D Truss 

Analyze the 2D truss from Fig. 1.2, with proportional damping matrix,
D=10-5K + 3M. The input force is applied at node 10, in the vertical direction. The 
output is the velocity of this node in the vertical direction. Identify the system state-
space representation using the step response. The sampling time is t = 0.001 s. 

We measure the velocity of node 10 and its plot is shown in Fig. 9.5(a). Next, we 
determine the Markov parameters from (9.23) using matrices U and Y. Matrix U is 
defined in (9.21). Since the input is the unit step, its entries are as follows: u0 = 0,
u1 = 1, u2 = 1, u3 = 1, …. We measured the input and output for 4 s; thus, 4000
samples were gathered and q = 4000 in (9.21). The matrix Y is composed of the 
output measurements, as defined in (9.20). We would like to determine 160 Markov
parameters; thus, p = 160 in (9.20). The solution of (9.23) gives the Markov
parameters, as plotted in Fig. 9.5(b).

Having calculated the Markov parameters we determine the state-space 
representation of the system from (9.11), (9.14), and (9.15). After determining A, B,
and C the minimal order of the matrix A shall be determined using the singular value 
decomposition of the Hankel matrix H1. The plots of the Hankel singular values are 
shown in Fig. 9.6. It can be seen from the plot that the Hankel singular values for the 
first six states are larger than 0.05, and the remaining Hankel singular values are 
small (smaller than 0.05). Thus, the minimal order of the identified state-space
representation is 6. The plots of the overlapped actual step response, and the
identified reduced-order model are shown in Fig. 9.5(a). The magnitudes of the 
transfer function of the actual and identified reduced-order models are shown in Fig.
9.7, showing close coincidence. 
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Figure 9.5. Truss identification: (a) Velocity of node 10 used in system identification; and
(b) the Markov parameters obtained from the response.
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Figure 9.6. Hankel singular values of the identified truss model.



232  Chapter 9

10
2

10
3

10
–4

10
–3

10
–2

10
–1

actual identified

10
0

m
ag

ni
tu

de

frequency, rad/s

Figure 9.7. The magnitudes of the truss transfer function: Actual and identified reduced-
order models.

9.5.3 The Deep Space Network Antenna 

We describe the determination of the antenna open-loop model from the field test 
data. The block diagram of the antenna open-loop system is given in Fig. 1.6. It
consists of two inputs (azimuth and elevation rate commands), and four outputs
(azimuth and elevation encoders, and elevation and cross-elevation pointing errors).
We describe the determination of the model between the elevation rate command
and elevation encoder. The input signal is white noise (a voltage proportional to the 
rate command) sampled at the rate 30.6 Hz, collecting 20,000 samples, which means
that the actual test took about 11 min. The noise is shown in Fig. 9.8(a), and its first 
10 s in Fig. 9.8(b). The antenna response at the elevation encoder is shown in 
Fig. 9.9(a), and its first 10 s in Fig. 9.9(b). Note that the output is much slower than
the input.

From the measured input (u) and output (y) signals we determine the transfer
function using the Matlab function p = spectrum(u,y,nn). The integer nn = 2048 is 
the length of a section that the input and output signals are divided by, in order to
smooth the transfer function. The plot of the magnitude of the transfer function is 
shown in Fig. 9.10 (dotted line).

Next, from the measured input and output signals we identify the state-space 
model of the antenna using computer program OKID [85], [84], that uses the ERA
algorithm. Since the order of the model is not known off-hand, we select a 
significantly high-order model, of order 41. For this model we determine the Hankel
singular values, which are shown in Fig. 9.11. We evaluated that the Hankel singular 
values for states 16 and larger are small enough to neglect these states. The reduced
model thus consists of 15 states. The transfer function of the reduced model is 
shown in Fig. 9.10 (solid line). The figure shows close coincidence between the
measured and identified transfer functions. 
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Figure 9.8. The white noise input to the antenna: (a) Full record; and (b) 10 s sample.
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10
Collocated Controllers 

how to take the first step in structural control 

Who cares how it works,
just as long as it gives the right answer?

—Jeff Scholnik

Collocated controllers have their sensors collocated with actuators. They are a 
special case of the dissipative controllers, which are designed based on the passivity
principle. In this book we select the collocated controllers as a first step to controller 
design, since they are simple, always stable, and some of their properties are similar
to the more advanced controllers described later in this book. A good introduction to 
the collocated control of structures—but from a different point of view—can be 
found in the book by Preumont [120].

The most direct approach to controller design is to implement a proportional gain
between the input and output. This approach, although simple, seldom gives a
superior performance, since the performance enhancement is tied to the reduction of
the stability margin. However, if some conditions are satisfied, a special type of 
proportional controller is obtained—a dissipative one. As stated by Joshi [83, p. 45]
“the stability of dissipative controllers is guaranteed regardless of the number of 
modes controlled (or even modeled), and regardless of parameter errors.” Therefore, 
for safety reasons, they are the most convenient candidates for implementation.
However, the simplicity of the control law does not simplify the design. For
example, in order to obtain the required performance a multi-input–multi-output
controller with a large number of inputs and outputs has to be designed. Determining
the gains for this controller is not an obvious task. In this chapter we investigate the 
properties of the collocated controllers, and show how to design collocated 
controllers for flexible structures in order to meet certain objectives. 
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10.1  A Low-Authority Controller 

In the following we distinguish between the low- and high-authority controllers. 
This distinction allows us to design controllers that significantly suppress the 
flexible vibrations of structures (which is done by the low-authority controller), and 
to follow a command precisely (which is done by the high-authority controller). 

The control forces that act on a structure can be divided into tracking forces and 
damping forces. The tracking forces move the structure to follow a target and the 
damping forces act on the structure to suppress vibrations. Typically, the tracking 
forces are significantly larger than the damping forces. For this reason a structural 
controller can be divided into low- and high-authority controllers. The low-authority 
controller is the one that uses a limited input (torque, force) to control the vibrations 
of a system. In the case of flexible structures the limited input introduces additional 
damping to the system. This action does not considerably influence the global 
motion of the entire structure, which requires powerful actuators of the high-
authority controllers. Accordingly, the control system action on a flexible structure 
can be separated into two stages: stage one, when damping is added to a structure 
and vibrations are suppressed showing faster decay; and stage two, of “total” system 
motion where the damping is little affected.   

In the frequency domain, the first stage is characterized by the suppression of the 
resonance peaks, while the off-resonance transfer function is little affected; see 
Fig. 10.1 for a simple structure example. Further increase of gains increases 
significantly the control input; see Fig. 10.2. The input however is limited due to 
physical constraints, and this feature may explain the usefulness of the low-authority 
controller for structures: using limited, or small input power, it can efficiently 
control the vibrations.

Another look at the low-authority controller is to observe the root-locus. The 
feedback gains move the structural poles. A typical root-locus pattern for a structure 
is shown in Fig. 10.3. The poles for low controller gains move in a horizontal 
pattern, i.e., the control gains mostly impact the real part of the poles. Comparing the 
root location in Fig. 2.1 we see that the structural damping increases, while the 
natural frequencies are not impacted. For higher gains, however, the root-locus drifts 
from the horizontal pattern, and the natural frequencies change significantly. The 
first phase of horizontal movement is caused b he gains of a low-authority 
controller.

y t

The impact of low-authority controller configuration on the control system is 
analyzed further in this and the following chapters.
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Figure 10.1. Magnitude of the transfer function of the simple system: Open-loop, closed-
loop with low-authority controller, and closed-loop with high-authority controller. Low-
authority controller suppresses resonance peaks, while the action of the high authority
includes a wide frequency spectrum.

Figure 10.2. Control input of the simple system, for low- and high-authority controllers: The 
high-authority controller requires a strong input.

10.2  Dissipative Controller 

Dissipative controllers and their properties are based on Popov’s theory of
hyperstability [117], subsequently developed as a positive real property of the
control systems [2], [10], and as the dissipative (passive) property of the systems
[135], [136], [27]. The terms dissipative, passive, positive real, and hyperstable
systems are synonyms, and their inter-relations are discussed by Wen [133]. In this
chapter we call the above systems dissipative systems.

Consider a square stable plant , i.e., a linear system with the number of 
inputs equal to the number of outputs. An open-loop square system with simple
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poles is dissipative, see [2], if there exists a symmetric positive definite matrix P and 
a matrix Q  that satisfy the following equations: 

(10.1)
,

.

T T

T

A P + PA= Q Q

B P = C

The system is strictly dissipative if is positive definite. TQ Q
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Figure 10.3. Root-locus of a simple structure for a low-authority controller: Poles of the
low-authority controller vary significantly only their imaginary parts (damping) while the
real parts (natural frequencies) remain almost unchanged.

The above definition allows for the simple determination of a dissipative system
(at least in theory). Given A and B, we select the matrix Q. Next, we solve the first 
of (10.1)  for P, and find the output matrix C from the second equation (10.1). 

We are going to discuss three particular cases of the dissipative systems. In the

first case, when  is chosen we obtain TQ B

                                             (10.2) 
,

,

c

T
c

P =W

C = B W
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and  is the controllability grammian. In this case, the actuators are weighted
proportionally to the system controllability grammian.

cW

In the second case we choose the matrix 1
,oQ = CW  where  is the 

observability grammian. Thus, 
oW

   (10.3) 
1

.

,o

T
o

P =W

B =W C

In this case, the sensors are weighted proportionally to the system observability
grammian.

In the third case, we select  therefore, one obtains 1/ 2( )TQ A A ;

y

(10.4)
.

,

T

P = I

B = C

In this particular case the actuators and sensors are collocated. This case is most
frequently used, since it requires simple actuator and sensor collocation to guarantee 
the closed-loop system stability.

The guaranteed stability of the closed-loop system is the most useful property of 
the dissipative system. It was shown by Desoer and Vidyasagar [27] and by
Benhabib, Iwens, and Jackson [10] that, for the square and strictly dissipative plant 
and the square and dissipative controller (or vice versa: the square and dissipative 
plant and the square and strictly dissipative controller), the closed-loop system is 
asymptotically stable. In particular, if the feedback gain matrix is positive definite, 
the closed-loop system is asymptotically stable. 

10.3  Properties of Collocated Controllers 

As a corollary, consider a system with the state-space representation ( ,

which has collocated sensors and actuators, that is,  In this case, a closed-
loop system with the proportional feedback gain 

, , )A B C

.TC B

u K                                              (10.5) 

is stable, for , i = 1, …, r and . This particularly useful 
configuration can be used only if there is the freedom to choose the collocated 
sensors and actuators, and if the number of available sensors and actuators is large 
enough to satisfy the performance requirements. It should be stressed that the
stability property allows one to design simple and stable controllers, regardless of 

diag( )iK k 0ik
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the plant parameter variations. However, one has to be aware that stability does not 
imply performance, and sometimes the performance of these controllers can be poor,
as reported by Hyland [77].

It should also be noted that structures imply some limitation on collocation.
Consider a structure with the state-space representation (  as in (2.38). In this 
representation the upper half of matrix B is equal to zero regardless of the 
configuration of the applied forces. Thus, in order to satisfy the collocation 
requirement, the left half of C must be equal to zero. But the displacement
measurements are located in this part (while the right part locates the rate 
measurements). Consequently, a flexible structure is dissipative if the force inputs 
and the rate outputs are collocated. Thus, for structures, to each actuator corresponds
a collocated sensor, but the opposite is not necessarily true. Therefore, when 
designing collocated controllers it is beneficial to choose the actuators first, and

subsequently determine the sensor locations by introducing  In this way a 
physically realizable dissipative system is obtained. In the case when the outputs are 

determined first and the inputs are chosen afterward as

, , )A B C

.TC B

,TB C  one still deals with 
a dissipative system, but not necessarily a physically realizable one. Note also that
the collocation of force actuators and rate sensors is a sufficient, but by no means
necessary, condition of dissipativeness. For example, if the weighted collocation is 
used, the system with displacement sensors is dissipative. 

For flexible structures we will consider the low-authority controllers. Let the 
plant have r inputs and outputs. Denote by diag( )iK k ,  i = 1, ..., r,  the 

gain matrix of a collocated controller, then its closed-loop matrix is 

Let A be in the modal form 2 and let  be the ith column of B. The collocated 

controller is of low authority if for the closed-loop matrix  one obtains 

. In other words, for the low-authority

controller one can replace 

0,ik

.T
cA A BKB

ib

cA

1
eig( ) eig( diag( ))

r T
c ii

A A k b bi i

TBKB with its diagonal terms. For the flexible structures 
the collocated controller has the following property:

Property 10.1. Relationship Between A, B, and C for the Low-Authority 
Collocated Controller.  For max( )ik ko  and a controllable and observable

flexible system there exists  such that the collocated controller is of low 
authority. Furthermore, if A is in the almost-balanced modal form 2, the following 
holds:

0ok

1 1 1 1 2 2 2 2( ) diag( , , , ,..., , )T T T
n n n nBB C C A A    (10.6) 

or, for the ith block, it can be written as 

2( )T T T
i i i i i i i i i ,B B C C A A I                         (10.7)
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where 2i i i i, B  is the ith two-row block of B, and is the two-column block 
of C. 

iC

Proof.  Note that  is the ijth term of T
i jb Kb .TBKB  Since 

 therefore, for A in the modal form 2 and for small gain K such 

that  the off-diagonal terms of 

2( )T
i jb Kb

( )(T
i i j jb Kb b Kb )T

max( ) ,i ok k TBKB do not influence the eigenvalues 

of and they can be ignored. Equations (10.6) and (10.7) follow from the 
Lyapunov equations (4.5).

cA

10.4  Root-Locus of Collocated Controllers 

Here we present the relationship between the controller gains and the closed-loop 
pole locations. In order to determine the properties of the collocated controllers in 
modal coordinates, consider further the dissipativity conditions (10.1) for a structure 
in the modal coordinates 2. Consider also a feedback as in (10.5). In this case the 
closed-loop equations are as follows: 

( )

,

T
o ,x A BKB x Bu

y Cx
                                   (10.8) 

where  is a control command (ou 0ou  in the case of vibration suppression). Since 

the matrix A is in the modal form 2 and K is diagonal, 1diag( ,..., )rK k k , then in 
the modal coordinates with collocated sensors and actuators we obtain the closed-

loop matrix  in the formT
cA A BKB

(10.9)
1

,
r

T
c j

j

A = A k b bj j

cn

where  is the jth column of B. In the modal coordinates matrix is block-

diagonal, that is, , where  is the ith 2 2 block. For this 
block (10.9) is as follows: 

jb cA

1diag( ,..., )c cA A A ciA

                                 (10.10) 
1

,
r

T
ci i j ji ji

j

A A k b b

where  is the ith block of the jth column of B. In this equation the cross terms

 (for k i) are omitted as negligible for the low-authority controllers in the 

jib

T
jk jib b



242 Chapter 10 

modal coordinates; see Property 10.1. Also, from Property 10.1, the following holds: 

 where (T
ji ji ji i ib b  A + A ),T

ji  is the ith Hankel singular value obtained for the 

jth column of B, i.e., for the triplet . Thus, (10.10) is now ( , , )T
j jA b b

                             (10.11) ( ).T
ci i j ji i iA A + 2k A + A

For  as in (2.53), we obtain iA 22T
i i i iA A I , and rewrite (10.11) as follows: 

,i i i i
ci

i i i
A

i
                              (10.12)

with the parameter i  given as 

1

1 2 .
r

i
j

k j ji                                    (10.13) 

Comparing the closed-loop matrix as in (10.12) and the open-loop matrix as in 
(2.53), we see that i is a measure of the shift of the ith pair of poles. Denote the 

closed-loop pair of poles ( )cri ciij  and the open-loop pair ( )ori oiij , then it
follows from (10.12) that they are related 

( ) ( ), 1,.cri cii i ori oiij j i .., ,n        (10.14) 

or the real part of the poles (modal damping) changes by factor ,i

, 1,..., ,cri i ori i n

n

  (10.15) 

while the imaginary part (natural frequency) remains almost unchanged 

, 1,..., .cii oii i (10.16)

The above equation shows that the real part of the ith pair of poles is shifted, while 
the imaginary part is stationary. The shift is proportional to the gain of each input, 
and to the ith Hankel singular values associated with each input. 

Equations (10.12) and (10.13) set the basic limitation for the dissipative 
controller design. To be precise, the number of inputs (and outputs) limits the 
number of controlled modes (or controlled pairs of poles). In order to illustrate this, 
we assume a single-input–single-output system. In this case, 1 1 2i ik1 1  and the 

scalar gain  is the only free parameter available for the design. Thus, only one 
pole can be shifted to the required position. If more than one pair should be shifted, 

1k
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their placement would be a least-squares compromise, which typically would be 
nonsatisfactory. Thus, in order to avoid this rough approximation, it is often required 
for the dissipative controllers to have a large number of sensors and actuators to 
meet the required performance criteria. 

The pole-shift factor i is also interpreted as a ratio of the variances of the open-

loop 2( oi )  and closed-loop 2( )ci  states excited by the white noise input, i.e., 

2

2
.oi

i
ci

                       (10.17)

Since 1i , it is therefore a relative measure of the noise suppression of the closed-
loop system with respect to the open-loop system. This interpretation follows from
the closed-loop Lyapunov equation 

                 (10.18) ( ) ( )T T T
cc ccA BKB W +W A BKB + BB = 0,T

T

0,

where is the closed-loop controllability grammian. For the ith pair of variables 
the above equation is as follows:

ccW

  (10.19) 
1 1

0.

T
r r

T T
i j ji ji cci cci i j ji ji i i

j j

A k B B w w A k B B B B

Introducing (10.7), after some algebra, we obtain 

1

2
r

cci cci j ji oci
j

w w k w   (10.20) 

where oci iw is the diagonal entry of the open-loop controllability grammian.
Finally, we obtain 

2

2
1

1 2 .
r

oci oi
j ji i

cci ci j

w
k

w
                            (10.21) 

Based on (10.13), (10.14), and (10.17) we develop a tool for the pole placement
of the dissipative controllers. The task is to determine gains , , such 

that the selected poles are placed at the required location (or as close as possible in
the least-squares sense). Equivalently, the task is to determine gains , j = 1, ..., r,

such that the input noise of the selected modes is suppressed at ratio

jk 1, ,j r

jk

i . The 
approach follows from (10.13), since one can determine the gains such that q poles 
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are shifted by i , , i.e., 1, ,i q cri i ori , or the noise can be suppressed by

i , i.e., 2
oi i ci

2 . Define the gain vector k,

1 2 ,rk k k k                                  (10.22) 

so that we rewrite (10.13) as 

,d Gk                                            (10.23)

where d is the vector of the pole shifts 

1

2

1

1
,

1q

d                                       (10.24) 

and G is the matrix of the system Hankel singular values for each actuator and
sensor location 

11 21 1

12 22 2
1 2

1 2

...

...
2 ... 2

... ... ... ...

...

r

r
r

q q rq

G ,   (10.25) 

where is the set of Hankel singular values for the ith

actuator/sensor location, and 

1 2 ...
T

i i i iq

ij  is the jth Hankel singular value for the ith

actuator/sensor location. 

The least-squares solution of (10.23) is as follows: 

,k G d                                            (10.26)

where  is the pseudoinverse of G. The set of equations (10.23) is either 
overdetermined (q > r, or rank(G) = r), or square (q = r = rank(G)), or 
underdetermined (q < r, or rank(G) = q), see [68]. The form of the pseudoinverse 
depends on the number of inputs and outputs r, and the number of poles shifted, q,
i.e., on the rank of the matrix G.

G
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10.5  Collocated Controller Design Examples 

Two examples of modal collocated controller design are presented: the controller
design for the simple flexible system, and for the 2D truss structure. 

10.5.1  A Simple Structure 

The Matlab code for this example is in Appendix B.  The system is shown in
Fig. 1.1, with masses , stiffness 1 2 3 1m m m 1 10k , 2 4 3k k , , and 
the damping matrix D as a linear combination of the mass and stiffness matrices,
D = 0.004K + 0.001M. The input force is applied to mass  and the output is the 
rate of the same mass. The poles of the open-loop system are 

3 4k

3m

1, 2

3 4

5 6

0.0024 0.9851,

0.0175 2.9197,

0.0295 3.8084.

o o

o ,o

o ,o

= j

= j

= j

The system Hankel singular values are as follows: 

1 63.6418, 63.6413, 4.9892, 4.9891, 0.2395, 0.2391 .
T

There are two tasks:

Shift the first pole by increasing its real part twofold, and leave the other poles 
stationary; and
increase the real parts of the first and second pole twofold, and leave the third 
pole stationary.

In the first part we need to increase the first pole damping twofold and leave the 
other poles stationary. For this increase we require the following factors: 1 2  and 

2 3 1;  therefore,  For this case, 1 1 0 0 0 0 .
T

d 12 ;G  thus, we 

obtain the gain k = 0.0078 from (10.26). For this gain we compute the closed-loop 
eigenvalues

1 2

3 4

5 6

0.0049 0.9851,

0.0189 2.9197,

0.0296 3.8084,

c ,c

c ,c

c ,c

= j

= j

= j

and from this result we see that the actual pole shifts are 1 1.9939, 2 1.0779,

and 3 1.0037,  which are close to the required ones.
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Next, we consider the second part, a design that increases the first and second 
pole damping twofold and leaves the third stationary. In this case, 1 2 2  and 

3 1  as required; therefore, We obtain the gain 

k = 0.0084 from (10.26) and, consequently, we compute the closed-loop eigenvalues 
for this gain: 

1 1 1 1 0 0 .
T

d

1 2

3 4

5 6

0.0051 0.9851,

0.0190 2.9197,

0.0296 3.8084.

c ,c

c ,c

c ,c

= j

= j

= j

Comparing the open- and closed-loop poles, we see that the actual shifts,

1 2.0718 , 2 1.0840 , and 3 1.0040 , are almost the same as in the first case.
Thus, we hardly meet the requirements. This case shows that for the 
underdetermined problem (the number of inputs is smaller than the number of poles
to be shifted), the obtained least-squares result is the best, but not satisfactory, result.

10.5.2  The 2D Truss 

The 2D truss is presented in Fig. 1.2, with the damping matrix proportional to the
mass and stiffness matrix, D = 0.3M + 0.00002K. Control forces are applied at node 
4, directed horizontally, and at node 10, directed vertically. The rate output is
collocated with the force. The system has 16 modes. The task is to suppress the two 
most controllable and observable modes by increasing their damping 60 times.

We obtain the required feedback gain from (10.26). In order to use this equation
note that in this case 1 2 60  and the remaining ’s are equal to 1. Let 1 and

2  be vectors of the Hankel singular values for the first input and output, and for the

second input and output, respectively. Then 1 22G . For this case 

and for these data we obtain from (10.26) 

the gain matrix

59 59 59 59 0 0 0 ,
T

d

diag(4.3768, 385.0546).k

For this gain we determine the closed-loop poles, and the pole shift was obtained
as a ratio of real parts of the closed- and open-loop poles, as in definition (10.14), 
i.e., i cri ori . The plot of i  in Fig. 10.4 shows that 1 58.94  and 

2 57.46  are close to the assigned value of 60. The damping of the two poles
increased 60 times, while the other poles changed insignificantly.
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Figure 10.4.  A dissipative controller for the 2D truss: (a) Factor i shows the two most

controllable and observable modes; and (b) open-loop (solid line) and closed-loop (dashed 
line) impulse responses show the increased damping of the closed-loop system.
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Equation Section 11 
11
LQG Controllers 

how to design an advanced feedback loop

In theory, there is no difference between theory and practice.
 But, in practice, there is.

—Jan L.A. van de Snepscheut

The control issues, as applied to structures, include precise positioning or tracking. It
is expected that the positioning and tracking requirements should be satisfied for 
structures with natural frequencies within the controller bandwidth and within the 
disturbance spectra. LQG (Linear system, Quadratic cost, Gaussian noise) 
controllers can typically meet these conditions and they are often used for tracking
and disturbance rejection purposes. A good insight into the problems of analysis and 
design of LQG controllers can be obtained from the books by Kwakernaak and 
Sivan [91], Maciejowski [104], Anderson and Moore [3], Furuta, Sano, and Atherton 
[41], Lin [100], Skogestad and Postlethwaite [129], Dorato, Abdallah, and Cerone 
[28], Burl [13], and Fairman [34].

Two issues in LQG controller design are of special importance: the determination
of the weights of the performance index—to satisfy the performance requirements
and controller order reduction—to reduce the control implementation complexity.
The first issue—weight determination—ultimately impacts the closed-loop system
performance, in terms of the tracking accuracy and the disturbance rejection
properties. If the weights of the LQG performance index are inappropriately chosen,
the LQG controller performance will not satisfy the requirements. The selection of
weights is most often not an easy task. As stated by Lin [100, p. 93] “It takes a great
deal of experience to transform design requirements and objectives to the
performance index that will produce the desired performance.” Our task is to replace 
experience with analytical tools. 

The second issue—controller order reduction—impacts the implementation in 
terms of complexity and accuracy of the controller software. These problems are
especially important for structures, since the structural models are typically of high
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order, making order reduction a necessity. The order of the controller is equal to the 
order of the plant, which is in most cases unacceptably high.

In this chapter both problems, weight determination and controller order 
reduction, are solved in the modal coordinates, using unique structural properties in 
modal coordinates.

11.1  Definition and Gains 

A block diagram of an LQG control system is shown in Fig. 11.1. It consists of a 
stable plant or structure (G) and controller (K). The plant output y is measured and 
supplied to the controller. Using the output y the controller determines the control 
signal u that drives the plant. The inside structure of the plant and controller is 
shown in Fig. 11.2. The plant is described by the following state-space equations: 

,

,

x = Ax+ Bu +v

y = Cx+ w
 (11.1) 

as shown in Fig. 11.2. In the above description the plant state vector is denoted x.
The plant is perturbed by random disturbances, denoted v, and its output is corrupted 

by noise w. The noise v, called process noise, has covariance V E  the noise

w is called measurement noise, and its covariance is W E  Both noises are 

uncorrelated, i.e.,  where E(.) is the expectation operator. Without loss 
of generality, it is assumed that the covariance of the measurement noise is unity,
i.e., W = I.

( )T ,vv

ww( ).T

( ) 0,TE vw

G

K

u y

Figure 11.1.  The LQG closed-loop system: G—plant (structure), K—controller, u—
actuator input, and y—the sensed output.

The controller is driven by the plant output y. The controller produces the control 
signal u that drives the plant. This signal is proportional to the plant estimated state 
denoted x̂ , and the gain between the state and the controlled signal u is the 
controller gain . We use the estimated state ( cK ) x̂  rather than the actual state x,
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since typically the latter is not available from measurements. The estimated state is 
obtained from the estimator, which is part of the controller, as shown in Fig. 11.2.
The estimator equations follow from the block-diagram in Fig. 11.2: 

ˆ ˆ ˆ( )e .x Ax Bu K y Cx (11.2)

Controller (K)

A

C

B

Kc

Ke

+

–

+

+

u

A

C
–

+
B

+
+ +

v

xu x

w

y

u

y

u

x̂x̂

ŷ

Structure (G)

y

Figure 11.2.  The inner structure of the LQG closed-loop system.

Assuming that the plant model is known exactly, we see that the estimated state is an
exact copy of the actual state, except for the initial (transient) dynamics. From the 
above equation we see that in order to determine the estimator we have to determine
the estimator gain, .eK

Using (11.2) and the block-diagram in Fig. 11.2 we derive the controller state-
space equations from input y to output u:
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ˆ ˆ( )

ˆ.

c e e

c

,x A BK K C x K y

u K x
 (11.3) 

From these equations we obtain the controller state-space representation
( , , )lqg lqg lqgA B C ,

,

,

.

lqg c e

lqg e

lqg c

A A BK K C

B K

C K

(11.4)

In the above equations the controller gain  and the estimator gain (  are 
unknown quantities. We determine these gains such that the performance index J,

( )cK )eK

2

0
( T T )J E x Qx u Ru dt

x

 (11.5) 

is minimized. In the above equation R is a positive definite input weight matrix and
Q is a positive semidefinite state weight matrix. We assumed further that R = I
without loss of generality.

It is well known (see [91], [3]) that the minimum of J is obtained for the feedback 

ˆcu K  (11.6) 

with the gain matrix,

 ,  (11.7) T
cK B Sc

,

and  is the solution of the controller algebraic Riccati equation (called CARE) cS

 (11.8) 0.T T
c c c  cA S + S A S BB S +Q =

The optimal estimator gain is given by

(11.9)T
e eK S C

where  is the solution of the filter (or estimator) algebraic Riccati equation (called
FARE)

eS

(11.10)0.T T
e e e eAS + S A S C CS +V =
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The above is a formal procedure to design the LQG controller (i.e., to determine
the gains  and  By saying formal we mean that the index J is known in 
advance, and  that the weighting matrix Q is also known. But the performance of the
closed-loop system is rather seldom specified through J or Q. It is rather defined 
through the closed-loop parameters, such as bandwidth, the root-mean-square of the 
system response to disturbances, or settling time and overshoot. These quantities are 
reflected in the weighting matrix Q, but not in an explicit way—and the dependence 
is not an obvious one. However, approximate relationships between weights and 
closed-loop performance can be derived for structures, giving guidelines as to how 
to determine the weights that shape the closed-loop system performance that meets
the requirements. We do this by relating the weights with the closed-loop pole
locations and the reduction of the disturbance noise. The following sections will lead
to the rational design of the LQG controller for structures. 

cK ).eK

11.2  The Closed-Loop System 

The state-space equations of the open-loop system are given by (11.1), and the state-
space equations of the LQG follow from (11.4),

ˆ ˆ( )

ˆ.

e c

c

,ex A K C BK x K y

 u = K x
 (11.11) 

Defining a new state variable

,o
x

x  (11.12) 

where ˆ,x x  we obtain the closed-loop state-space equations in the form:

,

,

o o o o

o o

x = A x + B v

z = C x
 (11.13) 

where

,
0

,

0 ,

c c
o

e

o

o

A BK BK
A

A K C

I
B

I

C C

 (11.14) 

is the closed-loop triple. 
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11.3  The Balanced LQG Controller 

The solutions of the CARE and FARE depend on the states we choose. Among the
multiple choices there exists a state-space representation such that the CARE and 
FARE solutions are equal and diagonal, see [82], [113], and [49], assuming that the 
system is controllable and observable. In this case we obtain

1 2diag( , ,..., ),c e NS S  (11.15) 

where 1 2 0N  and is a diagonal positive definite diag( )i ,

,1, ,i N 0i . A state-space representation with condition (11.15) satisfied is 

called an LQG balanced representation and i , 1, , ,i N  are its LQG singular (or 
characteristic) values.

Let R be the transformation of the state x such that .x Rx  Then the solutions of 
CARE and FARE in the new coordinates are as follows: 

1

,

,

T
c c

T
e e

S = R S R

S = R S R
 (11.16)

and the weighting matrices are 

1

,

.

T
c c

T
e e

Q = R Q R

Q = R Q R
 (11.17) 

The transformation R to the LQG-balanced representation is obtained as follows:

For a given state-space representation (A,B,C), find the solutions  and  of 

CARE and FARE. Decompose  and  as follows: 
cS eS

cS eS

 (11.18) 
,

.

T
c c c

T
e e e

S = P P

S = P P

Form a matrix H, such that

.c eH = P P  (11.19) 

Find the singular value decomposition of H,

 (11.20) .TH =V U

Obtain the transformation matrix either as 
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 (11.21) 1/ 2
eR PU

or

 (11.22) 1 1/ 2.cR P V

Proof. By inspection. We introduce R to (11.16) to show that (11.15) is satisfied. 

We give in Appendix A.12 the Matlab function bal_LQG, which transforms a 
representation  to the LQG balanced representation ( , , )A B C ( , , ).b b bA B C

11.4  The Low-Authority LQG Controller

For LQG controllers we modify the definition of the low-authority controller of a 
structure as known from Chapter 10. Let  be the open-loop modal
representation of a flexible structure (in the modal form 1 or 2), and let

be the closed-loop matrices where  and 
are the solutions of the CARE and FARE equations, respectively. The LQG 
controller is of low authority if its closed-loop matrices have the following property:

( , , )A B C

1 ,T
c cA A BB S 2

T
c eA A S C C

T
cS

T C

cS eS

 (11.23) 1eig( ) eig( ) eig( diag( ) )T
c cA A BB S A BB

and

 (11.24) 2eig( ) eig( ) eig( diag( )).T
c e eA A S C C A S C

In other words, for the low-authority controller, TBB  and can be replaced 
with their diagonal terms.

TC C

The low-authority LQG controller has the following property:

Property 11.1. Relationship Between A, B, and C for the Low-Authority 
LQG Controller. Let

2cS os  and 
2

.eS so  For a controllable and 

observable flexible system there exists  such that the controller is of low
authority. Furthermore, if A is in the modal form 1, one can use the following 

replacement for 

0os

TBB  (or ):TC C

1 1 2 2

1 1 2 2

( ) diag(0, 2 , 0, 2 ,..., 0, 2 ),

( ) diag(0, 2 , 0, 2 ,..., 0, 2 ),

T T
c c c

T T
o o o

BB W A A w w w

C C W A A w w w

cn n

on n

 (11.25) 
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or, for the ith block, 

0 0
( )

0 2

0 0
( )

0 2

T T
i i ci i i ci

i

T T
i i oi i i oi

i

B B w A A w

C C w A A w

,

,

 (11.26) 

where 2i i i . If A is in the modal form 2 the following replacement is used: 

1 1 1 1 2 2 2 2

1 1 1 1 2 2 2 2

( ) diag( , , , ,..., , ),

( ) diag( , , , ,..., , ),

T T
c c c c c cn n cn n

T T
o o o o o on n

BB W A A w w w w w w

C C W A A w w w w w won n

 (11.27) 

or, for the ith block, 

2

2

( )

( )

T T
i i ci i i ci i

T T
i i oi i i oi i

,

,

B B w A A w I

C C w A A w I
 (11.28) 

where iB  is the ith two-row block of B and  is the two-column block of C. iC

Proof. Denote by  the ith row of B. Note that for the positive-semidefinite matrixib
TBB  one obtains , i.e., that the off-diagonal terms do not 

exceed the geometric mean value of the corresponding diagonal terms. Therefore, if 
A is in modal form 1 or 2, and for small  such that 

2( ) ( )(T T
i j i i j jb b b b b b )T

cS
2cS os , the off-diagonal 

terms of TBB do not influence the eigenvalues of , i.e., 

. If the matrix

1cA 1eig( )cA

eig( )T
cA BB S TBB  is obtained from the Lyapunov equations

(4.5) and replaced by its diagonal terms, one obtains (11.25)–(11.28). Similar

applies to the eigenvalues of .T
eA S CC

We illustrate the low-authority LQG controller for a simple structure as in Fig. 
1.1. In Fig. 11.3 we mark “ ” the root-locus for the first and the second mode and 

for the increasing values of the matrix , and with “ ” we mark the approximate

root-locus, using the diagonal part of

cS

.TBB  The figure shows good agreement
between the exact and approximate roots for small .cS
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Figure 11.3. The exact ( ) and approximate ( ) root-locus of a simple system show 
horizontal movement and good coincidence for low gain: (a) First pole; and (b) second pole.

11.5  Approximate Solutions of CARE and FARE 

The design of the LQG controller seems to be a straightforward task since it goes as
follows: for given weights Q and V we obtain the gains  and  from (11.7) and 
(11.9), and the controller representation from (11.4). However, from the 
implementation point of view, this approach is not appropriately defined, since the
design process typically starts from the definition of the required closed-loop system
performance, such as the norm of the tracking error, or the location of the closed-
loop poles. Thus, we have to find appropriate weights Q and V that meet the 
performance requirements. This task does not have an analytical solution in general,
and is frequently solved using a trial-and-error approach. In the following sections
we solve this problem using the properties of flexible structures and the low-
authority controllers.

cK eK

For the LQG design in modal coordinates we use diagonal weight matrices Q and
V. This significantly simplifies the design process, and can be justified as follows: 

Consider the term
0

TE x Qx dt , which represents the participation of weight Q in 

the performance index J. It is evaluated as follows: 



258 Chapter 11 

, 10 0

,
N

T
ij i j

i j

E x Qx dt E q x x dt  (11.29) 

where ix  is the ith component of x. For a positive-definite matrix Q one obtains 

2
ij i jq q q

and the states in modal coordinates are almost orthogonal, that is, 

2

2 2

0 0 0

.i j i jE x x dt E x dt E x dt

Introducing two previous equations to (11.29), one obtains 

10 0 0

,
N

T
ii i j d

i

TE x Qx dt E q x x dt E x Q x dt  (11.30) 

where  is a diagonal matrix that consists of the diagonal entries of Q.dQ

Due to the duality of Q and V, the same applies to the matrix V. That is, in modal
coordinates the full matrix V can be replaced with its diagonal part  and the 
system performance remains almost unchanged. 

,dV

Next, based on Property 11.1, we will show that the low-authority controllers in 
the modal representation produce diagonally dominant solutions of the CARE and
FARE equations.

Property 11.2(a). Approximate Solution of CARE.  Assume a diagonal 
weight matrix ,2diag( )iQ q I 1, ,i n i, then there exist i oq q  where ,

 such that
0oiq

1, , ,i n

I(a) 2diag( )c ciS s  (11.31) 

is the solution of (11.8), and 

(b)
1

, 1
2
ci i ci

ci ci
ci i i

q w
s

w

2
.  (11.32) 
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Proof. (a) Note that for Q = 0 we obtain 0.cS  For small Q the CARE transforms

into the Lyapunov equation 0.T
c cA S S A Q  For a modal matrix A and diagonal 

Q the solution of this equation is diagonally dominant, see Property 4.1. Thus, there 
exist  where ,i oq q i n0oiq 1, , ,i  such that (11.31) holds. 

(b) For diagonally dominant , (11.8) turns into a set of the following 
equations:

cS

2( ) 0, 1,...,T T
ci i i ci i i i 2s A + A s B B + q I i = n.

For a low-authority controller in modal coordinates we obtain

 and 

T
i iB B

( )T
ci i iw A A 22T

i i i iA A I , see (11.28). Therefore the above equation 
is now in the following form:

2 0, 1,...,
2

ci i
ci

ci i i ci

s q
s i n

w w

There are two solutions of the above equation, but for a stable system and for

it is required that , therefore (11.32) is the unique solution of the above
equation.

0iq

0cis

A similar result is obtained for the FARE equation.

Property 11.2(b). Approximate Solution of FARE.  For a diagonal V, 
,  there exist 2diag( )iV v I 1, , ,i n ii ov v  where ,0oiv 1, , ,i n  such that

(a) 2diag( )e eiS s I  (11.33) 

is the solution of (11.8), where 

(b)
1 2

, where 1
2
ei i oi

ei ei
oi i i

v w
s

w
. (11.34)

From (11.31)–(11.34) we determine the LQG singular values as a geometric
mean of cis  and eis , i ci eis s , i.e., 

( 1)( 1)
, 1,

2
ci ei

i
i

i n, . (11.35)
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11.6  Root-Locus 

Using the diagonally dominant solutions of CARE and FARE we determine the 
relationship between the weights and the pole location and noise suppression, which 
is a useful tool in controller design.

Property 11.3(a). LQG Root-Locus.  Let the weight Q  be 

 (11.36) 2diag(0,0, ,0,0);iQ = ...,q I ,...

then for the low-authority controller ( )i oiq q  the closed-loop pair of flexible poles 

( cri ciij )  relates to the open-loop poles ( ori oiij )  as follows: 

( ) ( ), 1,..., ,cri cii ci ori oiij j i n (11.37)

or, the real part of the poles is changed by factor ,ci

, 1,..., ,cri ci ori i n  (11.38) 

while the imaginary part of the closed-loop poles remains almost unchanged 

, 1,..., ,cii oii i n  (11.39) 

where ci   is defined in (11.32).

Proof. For small weight  the matrix A of the closed-loop system is diagonally

dominant, i.e., ,

iq

diag( )c ciA A 1,...,i n , and . Introducing the 
first of (11.26), we obtain 

T
ci i i i ciA A B B s

2 ( T
ci i ci i i iA A s A A )

i

and introducing  as in (3.2) to the above equation we have iA

ci i i i
ci

i ci i
A

with ci as in (11.32).

This result implies that the weight Q as in (11.36) shifts the ith pair of complex
poles of the flexible structure, and leaves the remaining pairs of poles almost
unchanged. Only the real part of the pair of poles is changed (just moving the pole 
apart from the imaginary axis and stabilizing the system), and the imaginary part of 
the poles remains unchanged. 
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The above proposition has additional interpretations. Note that the real part of the 
ith open-loop pole is oi i i , and that the real part of the ith closed-loop pole is 

ci ci i , see Fig. 2.1; note also that the height of the open-loop resonant peak is 

2oi i i ,  where is a constant, and the closed-loop resonant peak is 

2ci ci i .  From (11.37) we obtain ;ci cri ori  hence, 

ci oi
ci

i ci

 (11.40) 

is a ratio of the closed- and open-loop damping factors, or it is a ratio of the open- 
and closed-loop resonant peaks. Therefore, if a suppression of the ith resonant peak 
by the factor ci  is required, the appropriate weight  is determined from (11.32), 
obtaining

iq

2( 1)
.

2
ci i i

i
ci

q
w

 (11.41) 

The variable ci is also interpreted as a ratio of the variances of the open-loop 
2( oi )  and closed-loop 2( )ci  states excited by the white noise input 

2

2
.oci oi

ci
cci ci

w

w
 (11.42) 

This interpretation follows from the closed-loop Lyapunov equations 

( ) ( )T T T
c c c cA BB S W +W A BB S + BB = 0,T

0.T

0

which for the ith pair of variables is as follows: 

( ) ( )T T T
i i i ci cci cci i i i ci i iA B B s w + w A B B s + B B

Introducing (11.28) gives 

2cci cci oci ci ociw w w s w

or

1 .oci
ci oci ci

cci

w
s w

w
 (11.43) 

The plots of ci  with respect to the weight  and for the controllability factor of

the ith mode,  = 1 are shown in Fig. 11.4. We obtain the same plot with respect

to  for  = 1. 

iq

ciw

ciw iq



262 Chapter 11 

The estimator poles are shifted in a similar manner.

Property 11.3(b). Root-Locus of the Estimator.  Denote 

 (11.44) 2diag(0,0,..., ,...,0,0),iV = v I

then for moderate weights ( )i oiv v , and the estimator pair of poles ( )eri eiij

relates to the open-loop poles ( )ori oiij  as follows:

( , ) ( , ), 1,..., ,eri eii ei ori oiij j i n (11.45)

or, the real part of the poles is changed by factor ,ei

, 1,..., ,eri ei ori i n  (11.46) 

while the imaginary part of the closed-loop poles remains almost unchanged 

, 1,..., ,eii oii i n  (11.47) 

where ei  is defined in (11.34).

The above applies for low-authority controllers, i.e., controllers that modify only
moderately the system natural frequencies, as defined by Aubrun and Marguiles, see 
[5] and [6]. The controller authority is limited by the values  and  such that 

one has  and  The limiting values  and  are not difficult to 

determine. There are several indicators that the weight  approaches  (or that 

approaches  Namely,  is the weight at which the ith pair of complex poles of 
the plant departs significantly from the horizontal trajectory in the root-locus plane
and approaches the real axis, see Fig. 10.3. Alternatively, it is a weight at which the 
ith resonant peak of the plant transfer function disappears (the peak is flattened). A 
similar result applies to the estimator weights 

oiq oiv

i oq q i

)I I

.i oiv v oiq oiv

iq oiq iv

).oiv oiq

.oiv

11.7  Almost LQG-Balanced Modal Representation 

We will show that for the diagonally dominant solutions of CARE and FARE in 
modal coordinates  and 2( diag(c ciS s 2diag( ),e eiS s  i = 1, ..., n), we obtain an 

approximately balanced solution ( of CARE and FARE in a straightforward 
manner, by taking a geometric mean of CARE and FARE solutions, i.e., 

(11.48)1/ 2
2( ) = diag(c e iS S I ),

where
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Figure 11.4.  Coefficient   versus weight q for 1 , or versus the Hankel singular value
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, 1,..i ci ei ., ,s s i n  (11.49) 

Matrix  is diagonally dominant, and the transformation R from the modal
representation  to the LQG-balanced representation  is 

diagonally dominant as well, in the following form:

( , , )A B C ( , , )lqg lqg lqgA B C

1/ 4

1 2 2 2 2diag( , ,..., ), .ei
n i

ci

s
R r I r I r I r

s

).

 (11.50) 

Since the state matrix A is diagonally dominant, the transformation scales only the 
state input and output matrices, while the state matrix A remains unchanged, i.e., 

1( , , ) ( , ,lqg lqg lqgA B C A R B CR

Next, we determine weights that make a structure approximately LQG balanced. 

Property 11.4. Weights that Approximately LQG Balance the Modal
Representation.  If the system is in the almost-balanced modal representation,
and the weights Q and V are equal and diagonal, diag( ),iQ V q  the solutions of 
the Riccati equations are almost identical 

, 1,..., ,ci eis s i n  (11.51) 

and the open-loop and LQG-balanced representations approximately coincide, i.e., 
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( , , ) ( , , )lqg lqg lqgA B C A B C . (11.52)

Proof. Introducing  and iq vi ci oiw w  to (11.31) and (11.33) we find that

,ci eis s In this case 1,..., .i n R I  (from (11.50)); hence, the open-loop and 
LQG-balanced representations are approximately identical.

11.8  Three Ways to Compute LQG Singular Values 

From the above analysis we can use one of three ways to compute LQG singular 
values:

1. From the algorithm in Section 11.3. This algorithm gives the exact LQG 
singular values. However, the relationship between the LQG singular value and 
the corresponding natural mode it represents is neither explicit nor obvious.

2. From (11.48). This is an approximate value that gives a connection between the
LQG singular values and the corresponding modes.

3. From (11.35). This is an approximate value related to a specific mode. It is a 
closed-form equation that gives an explicit relationship between structural
parameters and the singular value.

11.9  The Tracking LQG Controller 

Previously considered LQG controllers were designed for vibration suppression
purposes, where the commanding signal was zero. A more complex task includes a 
tracking controller, where a structure must follow a command. It requires tracking 
performance in addition to vibration suppression properties. This is the case of 
controllers for radar and microwave antennas, such as the NASA Deep Space 
Network antennas. This kind of controller should assure zero steady-state tracking 
error, which is achieved by adding an integral of the plant position to the plant state-
space representation, as reported in [4], [36], [39], [42], [80], [118], and [142]. The 
closed-loop system configuration of the tracking LQG controller is shown in Fig. 
11.5. In this figure (  is the plant state-space triple, x is the state, , , )A B C x̂  is the 

estimated state, ˆ fx  is the estimated state of a flexible part, r is the command, u is the 

control input, y is the output,  is the estimated output, ŷ ˆe r y  is the servo error, 

 is the integral of servo error, v is the process noise of intensity V, and the 

measurement noise w is of intensity W. Both v and w are uncorrelated: 

W E

ie

( ) 0,TE vw

( ),TV E vv ( )Tww I ( ) 0,E v,  and ( ) 0.E w
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Figure 11.5.  The tracking LQG controller with an integral upgrade. 

For the open-loop state-space representation of a flexible structure the 

state vector x is divided into the tracking, 

( , , )A B C

,tx  and flexible, ,fx  parts, i.e., 

 .
t

f

x
x

x
 (11.53) 

The tracking part includes the structural position, and its integral, while the flexible
mode part includes modes of deformation. For this division the system triple can be
presented as follows (see [59]):

(11.54), ,
0

t tf t
t

ff

A A B
A B C

BA
0 .C

The gain,  the weight, Q, and solution of CARE,  are divided similarly to x,,cK ,cS
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,

0
,

0

.

c ct cf

t

f

ct ctf

c T
ctf cf

K K K

Q
Q

Q

S S
S

S S

 (11.55) 

The tracking system is considered to be of low authority, if the flexible weights are 

much smaller than the tracking ones, i.e., such that .tQ Qf  It was shown by

Collins, Haddad, and Ying [20] that for 0fQ  one obtains 0cfS  and 

This means that the gain of the tracking part,  does not depend on the flexible 

part. And, for the low-authority tracking system (with small

0.ctfS

,ctK

),fQ  one obtains weak 

dependence of the tracking gains on the flexible weights, due to the continuity of the
solution. Similar conclusions apply to the FARE equation (11.8). 

This property can be validated by observation of the closed-loop transfer
functions for different weights. Consider the transfer function of the Deep Space 
Network antenna, as in Fig. 11.6. Denote by  and 0  the identity and zero
matrices of order n, then the magnitude of the closed-loop transfer function (azimuth
angle to azimuth command) for 

nI n

2tQ I  and 100fQ  is shown as a solid line, for 

 and  as a dashed line, and for 2tQ I 105fQ I I28tQ  and  as a 

dot–dashed line in Fig. 11.6. It follows from the plots that variations in
100fQ

fQ  changed 

the properties of the flexible subsystem only, while variations in  changed the 
properties of both subsystems.

tQ

Note, however, that the larger fQ increases dependency of the gains on the 

flexible system; only quasi-independence in the final stage of controller design is
observed, while separation in the initial stages of controller design is still strong. The 
design consists therefore of the initial choice of weights for the tracking subsystem,
and determination of the controller gains of the flexible subsystem. It is followed by
the adjustment of weights of the tracking subsystem, and a final tuning of the 
flexible weights, if necessary.

11.10  Frequency Weighting 

The LQG controller can be designed to meet tracking requirements and, at the same
time, maintain the disturbance rejection properties. In order to achieve this, the 
problem should be appropriately defined in quantitative terms. For this purpose we 
use the frequency shaping filters to define tracking requirements, or disturbance
rejection performance of the closed-loop system. Although these filters are used 
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only in the controller design stage, they add to the complexity of the problem. This 
is because in the process of design the number of system equations varies and their 
parameters are modified. As stated by Voth et al. [132, p. 55], “the selection of the
controller gains and filters as well as the controller architecture is an iterative, and 
often tedious, process that relies heavily on the designers’ experience.”
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Figure 11.6. Magnitudes of the transfer function of a closed-loop system for different LQG 
weights: fQ impacts the flexible modes (higher frequencies), while  impacts the low and

high frequencies.
tQ

We will show in this section that this comparatively complex task can be 
simplified in the case of flexible structure control. Structures have special properties 
that allow for a simple incorporation of filters. Namely, for the system in modal
representation, the addition of a filter is equivalent to the multiplication of each row
of the input matrix (or input gains) by a constant. The ith constant is the filter gain at 
the ith natural frequency of the structure. In this way each natural mode is weighted 
separately. This approach addresses the system performance at the mode level, 
which simplifies an otherwise ad hoc and tedious process.

Let  be the modal state-space representation of a structure transfer 

function G, with s inputs and r outputs, and let (  and  be the state-space
representation of the ith mode and its transfer function, respectively. Introduce the
following transfer function:

( , , )A B C

, , )i i iA B C iG

1

,
n

i
i

G G  (11.56) 

where

1( )i i iG C j I A Bi  (11.57) 
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and

,

( ) .

i i i

i i

B B

F
(11.58)

Above, i is the magnitude of the filter transfer function at the ith natural 

frequency, and iG  is a transfer function  with the scaled input matrixiG .iB

For the LQG controller the H2 norm of the transfer function GF is used as a 
system performance measure. In the modal representation this norm is approximated
as follows: 

Property 11.5(a). LQG Input Filtering.  The H2 norm of a structure with a 
smooth input filter is approximately equal to the H2 norm of a structure with a 
scaled input matrix B, 

2 2
.GF G  (11.59) 

Proof. Using Property 5.7 one obtains

222
2 2 2

1 1

.
n n

i i i
i i

GF G G G
2

2

Equation (11.59) shows that the application of the input filter for the H2

performance modeling is equivalent to the scaling of the 2 s  modal input matrix

iB with .i

Similar results are obtained for the output filter: 

Property 11.5(b). LQG Output Filtering.  The H2 norm of a structure with a
smooth output filter is approximately equal to the H2 norm of a structure with a 
scaled output matrix C, 

2 2
,FG G  (11.60) 
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where

1

1

,

( )

n

i
i

i i i i

G G

G C j I A B ,

 (11.61) 

and

.i i iC C (11.62)

Proof.  Similar to the one of Property 11.5(a).

In (11.62) i is the magnitude of the filter transfer function at the ith natural 
frequency. Note that Property 11.5 preserves the order of the system state-space 
model, as well as physical (modal) interpretation of the transfer function, and the 
corresponding state variables. This simplifies the controller design process, since the 
relationship between filter gains and system performance is readily available. 

11.11  The Reduced-Order LQG Controller 

We see from the previous analysis of the LQG controller that the size of the 
controller is equal to the size of the plant. However, the size of the plant is often 
large so that the corresponding controller size is too large to be acceptable for 
implementation. It is crucial to obtain a controller of the smallest possible order that 
preserves the stability and performance of the full-order controller. In order to do so
the plant model should not be reduced excessively in advance, to assure the quality
of the closed-loop system design. Therefore, controller reduction is a part of 
controller design. The modal LQG design procedure provides this opportunity.

11.11.1  The Reduction Index 

In order to perform controller reduction successfully, we introduce an index of the 
importance of each controller mode. In the open-loop case, modal norms served as 
reduction indices. In the closed-loop case, Jonckheere and Silverman [82] used the 
LQG singular values as reduction indices for symmetric and passive systems.
Unfortunately, they can produce unstable controllers. This we illustrate later in the 
simple structure example in this chapter, where the most important controller mode
has the lowest LQG singular value. 

In this chapter we evaluate the effectiveness of the closed-loop system using the 
degree of suppression of flexible motion of the structure. The suppression, in turn,
depends on the pole mobility into the left-hand side of the complex plane. Therefore,



270 Chapter 11 

if a particular pair of poles is moved “easily” (i.e., when a small amount of weight is
required to move the poles), the respective states are easy to control and estimate.
On the contrary, if a particular pair of poles is difficult to move (i.e., even large
weights move the poles insignificantly), the respective states (or modes) are difficult 
to control and estimate, and the action of the controller is irrelevant. Therefore, the 
states, which are difficult to control and estimate, are reduced. This demonstrates
heuristically the rationale of the choice of the pole mobility as an indicator of the 
importance of controller states. 

We perform the reduction of the LQG system in modal coordinates. First, we 
define the reduction index i as a product of a Hankel singular value and the LQG 
singular value of the system

.i i i (11.63)

This combines the observability and controllability properties of the open-loop 
system and the controller performance. This choice is a result of the fact that i  is a 

measure of the ith pole mobility. Indeed, note from (11.35) and (11.63) that i  is 
the geometric mean of the plant and the estimator pole mobility indexes, i.e., 

0.5 ( 1)( 1).i ci ei (11.64)

This equation reveals, for example, that for 1ci  (no shift of the ith controller 

pole) i is equal to zero. Similarly, for 1ei  (no shift of the ith estimator pole) i

is equal to zero, too. However, for a shifted pole one obtains 1,ci 1;ei  hence, 

the index is also “shifted,” that is, 0.i

We can find an alternative interpretation of i . Denote by 2
oi  the variance of 

the open-loop response to white noise, and by 2
ci  the variance of the closed-loop 

response to white noise, and note that 2
oci oiw  and 2 ,cci ciw  where  and 

 are the diagonal entries of the open- and closed-loop controllability grammians.

Denote by

ociw

cciw
2 2
i oi

2
ci  the change of the response of the open- and closed-loop

systems due to white noise. Then a useful interpretation of the reduction index 
follows from (11.43): 

2

2
.

2
i

i
ci

(11.65)

This equation shows that the reduction index is proportional to the relative change of 
the response of the open- and closed-loop systems due to white noise.
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Having defined i as the controller performance evaluation tool, we develop the 
reduction technique. The reduction index is determined from (11.63). But, in order 
to find the reduction index we need to find the Hankel singular values and LQG 
singular values. They are found as follows. In modal coordinates the Hankel singular 
values are approximately equal to the geometric mean of the corresponding 
controllability and observability grammians, i.e., 

,i cii ow w ii  (11.66) 

where  and  are the ith diagonal entries of the controllability and 
observability grammians, respectively. Similarly, in modal coordinates the solutions 
of the CARE and FARE equations are approximately equal to the geometric mean of 
the corresponding CARE and FARE solutions 

ciiw oiiw

,i cii eiis s  (11.67) 

where ciis  and eiis  are the ith diagonal entries of the CARE and FARE solutions, 
respectively. Thus, combining the last two equations and (11.63) we obtain 

.i cii oii cii ew w s s ii (11.68)

Thus, in modal coordinates the reduction index is obtained from the diagonal entries 
of the grammians and the diagonal entries of the CARE and FARE solutions.

11.11.2  The Reduction Technique 

In order to introduce the controller reduction technique, we define the matrix  of 
the reduction indices as 1 2diag( , ,  ... , ),N  and from (11.63) it follows that 

 .  (11.69) 

Next, we arrange the diagonal entries i in  in descending order, i.e., 0,i

1i i ,  and divide the matrix as follows: 1,..., ,i N

0
,

0
r

t
 (11.70) 

where  consists of the first k entries of , and then r t  the remaining ones. If the 

entries of  are small in comparison with the entries of t ,r the controller can be 
reduced by truncating its last N k  states. 
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Note that the value of the index i  depends on the weight  so that the 
reduction depends on the weight choice. For example, if for a given weight a 
particular resonant peak is too large to be accepted (or a pair of poles is too close to
the imaginary axis, or the amplitudes of vibrations at this resonance frequency are
unacceptably high), the weighting of this particular mode should be increased to
suppress this mode. The growth of weight increases the value of 

,iq

i , which can save 
this particular mode from reduction. 

11.11.3  Stability of the Reduced-Order Controller 

The question of stability of the closed-loop system with the reduced-order controller 
should be answered before implementation of the controller. In order to answer this
question, consider the closed-loop system as in Fig. 11.2. Denote the state of the
closed-loop system as 

 ,o
x

x  (11.71) 

and let ˆx x  be the estimation error. For this state we obtain the following 
closed-loop equations: 

,

,

o o o o v w

o o

x A x B r B v B w

y C x w
 (11.72) 

where

,
0

c c
o

e

A BK BK
A

A K C

.
0

, , , 0
0o v w o

e

B I
B = B = B = C = C

KI

Let the matrices A, B, C of the estimator be partitioned conformingly to  in (11.70), 

 (11.73) 
0

, ,
0
r r

r t
t t

A B
A B C

A B
,C C

then the reduced controller representation is  The controller gains are 
divided similarly

( , , ).r r rA B C



LQG Controllers    273 

,

,

c cr ct

er
e

et

K K K

K
K

K

(11.74)

and the resulting reduced closed-loop system is as follows: 

,
0

p pr
or

r er r

A BK BK
A

A K C
 (11.75) 

0
, , ,

0or vr w o r
err

IB
0 .B = B = B = C = C

KI
 (11.76) 

Define the stability margin of matrix  as follows: oA

 (11.77) ( ) min[ Re( ( ))],o i
i

m A = Ao

where Re(.) denotes a real part of a complex variable, and (.)i  is the ith eigenvalue 
of a matrix, then the following property is valid:

Property 11.6. Stability of the Reduced-Order Controller.  For 

t r ,r, one obtains ( ) ( )o om A m A  where  is a closed-loop matrix of a 

system with the reduced controller, and  is the state matrix of the truncated part. 
Hence, the reduced-order controller is stable. 

orA

tA

Proof. Introduce  (11.73), (11.74), (11.75) to (11.76) to obtain

1

2
,or o

o
o t et t

A A
A

A A K C

where

1 2, 0 0
r ct

o t ct o et

er t

B K

A B K A K C

K C

.r

r

The matrix  is divided into four blocks, with the upper left block  Thus, in 

order to prove that  it is sufficient to show that: (a) in the lower left

block

oA .orA

( ) ( ),o om A m A

0;et rK C  and (b)  i.e., that in the lower right block( ) ( );tm A m Ao

0.et tK C But for (a) from (11.9), for the LQG-balanced system, one obtains 
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0;T T
et r t t r t t t tK C M C C M C C   similarly, for (b) T

et t t t tK C M C C

0.t

11.11.4  Performance of the Reduced-Order Controller 

In addition to the stability evaluation, we assess the performance of the reduced-

order controller. Denote by T T T
r t the estimation error of the full-order 

controller and by rr  the estimation error of the reduced-order controller, and then 
we obtain the following property:

Property 11.7. Performance of the Reduced-Order Controller.  If the 
states with small reduction indices are truncated, then one obtains 

    and 0.r rr t  (11.78) 

Proof.  Note that for  as in the previous proof the estimation error is oA

( )r r er r r er t t= A K C K C

and that

.( )t et r r t et t= K C + A K C t

But, from (11.75), the error of the reduced-order controller is 

.( )rr r er r rr= A K C

As shown previously 0,er tK C  and 0et tK C  for small ;i  thus, .r rr

Additionally, we obtain ,t t tA  imposing that for stable  the truncation error 

vanishes (
tA

0)t  with elapsing time ( ).t

The above property implies that for t r  the performance of the reduced- 

and full-order controllers is approximately the same. We will show this in the design 
examples section, where we compare the performance of the full- and reduced-order 
controllers.
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11.11.5  Weights of Special Interest 

Here we discuss weights that produce a special form of the CARE/FARE solutions 
and closed-loop response. First, for a fully controllable system, consider the weights 
Q and V as follows: 

1 1

1 1

2 ,

2 .

T
c c

T
o o

Q = W BB W

V = W C CW
 (11.79) 

In this case we obtain the inverses of the controllability and observability grammians
as the CARE and FARE solutions, i.e., 

1

1

,

.

c c

e o

S =W

S =W
(11.80)

We prove this by the introduction of (11.79) and (11.80) into CARE, which gives 

 (11.81) 0.T T
c c c cA S + S A+ S BB S =

Introducing gives the Lyapunov equations (4.5). A similar proof can be 
shown for the solution of FARE. 

1
c cS =W

The weights as in (11.79) penalize each state reciprocally to its degree of 
controllability and observability. Particularly, when the weights Q and V are 
determined in the modal representation, we obtain from (11.79) that the system LQG

singular values are 1 1 1.c e c oS S W W  In this case, the reduction index 

 from (11.69) is i.e., that all modes are equally important and 
no reduction is allowed.

1 ,I

Consider another set of weights of a fully controllable system, namely,

 (11.82) 
,

,

T T
o

T T
c c

Q = C C +W BB W

V = BB +W C CW

o

then we obtain the observability and controllability grammians as solutions of the 
CARE and FARE equations 

 (11.83) 
,

.

c o

e c

S =W

S =W
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We prove this by the introduction of (11.83) to the CARE and FARE equations. For 
the system in the modal representation the LQG singular values are equal to the
Hankel singular values, since .c e c oS S W W  In this case, the reduction 

index  from (11.69) is  i.e., that the closed-loop reduction can be 
performed as an open-loop reduction, using Hankel singular values. 

2 ,

11.12  Controller Design Procedure 

The following steps help to design an LQG controller: 

1. Put the structural model into modal coordinates 1 or 2. 
2. Define the performance criteria, such as bandwidth, settling time, overshoot, etc. 
3. Assign initial values of weighting matrices Q and V (remember: these matrices

are diagonal).
4. Solve the Riccati equations (11.8) and (11.10), find controller gains from (11.7) 

and (11.9), and simulate the closed-loop performance. Check if the performance
satisfies the performance criteria. If not, continue. 

5. Check which modes do not satisfy the criteria. Change corresponding weights 
 and  and return to p. 4. iq ,iv

6. If the criteria are not fully satisfied, consider the addition of a filter to achieve
the goal. Use the procedure of Section 11.10, by appropriately scaling the input 
(B) or output (C) matrices in modal coordinates.

7. When the goal is achieved, perform controller reduction. Determine the 
reduction index as in (11.63) or (11.68), and eliminate the controller states with
the small reduction indexes. Simulate the closed-loop system with the reduced-
order controller. If the performance of the system with the reduced-order 
controller is close to the performance of the system with the full-order 
controller, accept the reduced-order controller; or you may consider further
reduction. If the performance of the reduced-order controller departs
significantly from the performance of the full-order controller, increase the order 
of the reduced-order controller, until its performance is satisfactory.

In the above design procedure we show that we can achieve the design goals due 
to two facts: First, the modes are almost independent, therefore by changing a single 
weight (or rather a single pair of weights) we change the properties of a single mode,
leaving other modes almost unchanged. Second, we know approximately from
(11.41) how much weight we need to add in order to damp the vibrations of a 
selected mode.
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11.13  Controller Design Examples 

Here we present examples of the design of a modal LQG controller for a simple
structure, for the 3D truss structure, and for the Deep Space Network antenna. 

11.13.1  A Simple Structure 

The Matlab code for this example is in Appendix B. Design the LQG controller 
for the system shown in Fig. 1.1. The system masses are 1 2 3 1,m m m  stiffness 

 and1 10,k 2 3,k 3 4,k 4 3,k  and a damping matrix D = 0.004K + 0.001M,
where K, M are the stiffness and mass matrices, respectively. The input force is 
applied to mass , the output is the displacement of the same mass, and the poles 
of the open-loop system are

3m

1, 2

3, 4

5, 6

= 0.0024 0.9851,

= 0.0175 2.9197,

= 0.0295 3.8084.

o o

o o

o o

j

j

j

The system Hankel singular values for each mode are 1 64.60, 2 1.71,  and 

3 0.063,  hence, 

(a) diag(64.60,  64.60, 1.71, 1.71, 0.063, 0.063).

We select the following weight matrix Q and the covariance matrix V: Q = V = 
diag(0.5, 0.5, 1, 1, 2.5, 2.5). For these matrices the solution  of CARE and the 

solution  of FARE are diagonally dominant,
cS

eS

diag(1.83, 1.91, 4.45, 4.35, 20.01, 19.81),

diag(1.12, 0.94, 3.75, 3.95, 20.56, 20.87).
c

e

S

S

Next, we obtain the approximate LQG singular values from (11.48) as a geometric
mean of the CARE/FARE solutions 

(b) 1/ 2
1 ( ) diag(1.34, 1.43, 4.09, 4.15, 20.31, 20.33),a c eM S S

and the exact LQG singular values obtained from the algorithm in Section 11.3 are 

diag(1.09, 1.60, 3.93, 4.17, 20.17, 20.37).M

The LQG singular values are plotted in Fig. 11.7(a).
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Figure 11.7. A simple system: (a) The exact ( ) and approximate ( ) LQG singular values
coincide; and (b) the controller reduction index shows that the third mode is redundant.
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Figure 11.8.  Magnitudes of the transfer function of the open-loop (solid line) and closed-
loop (dashed line) simple structures: Closed-loop damping increased since resonant peaks 
are flattened. 
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The magnitudes of the open- and closed-loop transfer functions are shown in Fig. 
11.8. The weights Q and V shift the poles to the right, causing the peaks of the open-
loop transfer function (solid line in Fig. 11.8) to flatten, see the closed-loop transfer 
function (dashed line in Fig. 11.8). 

Controller reduction. We obtain the controller reduction matrix  as  from
the approximate values of  and , using equations (a) and (b); obtaining 

 diag(86.56, 92.38, 6.99, 7.10, 1.28, 1.28).

Their plots are shown in Fig. 11.7(b). We truncate the third mode, which has the 
smallest reduction index ( 3 1.28 ), and the reduced LQG controller with the two-
mode estimator is applied. Note that a mode with the largest LQG singular value is 
truncated. The closed-loop transfer functions, with full- and reduced-order
controllers coincident, are shown in Fig. 11.9, solid and dashed lines, respectively.
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Figure 11.9. Coincident magnitudes of the transfer function of the closed-loop simple
structure with full-order (solid line) and reduced-order (dashed line) LQG controllers.

11.13.2  The 3D Truss 

We design the LQG controller for the 3D truss as presented in Fig. 1.3. A vertical 
control force is applied simultaneously at nodes 18 and 24 (the first input), and a 
horizontal force is applied simultaneously at nodes 6 and 18 (the second input). The
combined vertical displacement at nodes 6 and 12 is the first output, and the
combined horizontal displacement at nodes 5 and 17 is the second output. The
system is in modal almost-balanced representation, and it has (after reduction) 34 
states (or 17 modes). We assume the weight (Q) and the covariance (V) matrices
equal and diagonal, i.e.,  where 1 1 2 2 17 17diag( , , , , , , )Q V q q q q q q 1 2 400,q q

3 4 4000,q q 5 6 40000,q q 7 17 400.q q  In this case the CARE and
FARE solutions are approximately equal and diagonally dominant, as stated in
Section 11.5. In Fig. 11.10(a) we show the exact LQG singular values (from the 
algorithm, Section 11.3), and the approximate singular values (from (11.35)); they
confirm satisfactory coincidence. Poles of the open- as well as the closed-loop 
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system and the estimator are shown in Fig. 11.11. For the modal almost-balanced
controller the poles of the closed-loop system and the estimator overlap. 

In Fig. 11.12(a) we compare the open-loop (solid line) and closed-loop (dashed 
line) impulse responses from the first input to the first output. They show that the
closed-loop system has increased damping. Comparing the open-loop transfer
function (solid line in Fig. 11.12(b)) and the closed-loop transfer function (dashed 
line) we see that the oscillatory motion of the structure is damped out.
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Figure 11.10.  The 3D truss: (a) The coinciding exact ( ) and approximate ( ) LQG 
singular values; and (b) the coinciding exact ( ) and approximate ( ) controller reduction
indices.

The diagonal entries of the reduction matrix  are shown in Fig. 11.10(b). We 
obtained them from (11.69) using exact and approximate values of  and  We 
reduced the order of the controller by truncating 18 states that are associated with 
the small reduction indices (i.e., such that 

.

0.01i ). The resulting reduced-order
controller has 16 states. The reduction did not impact the closed-loop dynamics,
since the magnitude of the transfer function of the full-order controller (solid line) 
and reduced-order controller (dashed line) overlap; see the illustration in Fig. 11.13. 
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Figure 11.11. Poles of the open-loop truss (*), of the closed-loop truss ( ), and of the

estimator ( ).

11.13.3  The 3D Truss with Input Filter 

We design the LQG controller for the steel truss as in Fig. 1.3. The disturbance is 
applied at node 7 in the z-direction, the performance is measured at node 21, in the
same direction. The input u is applied at node 20 in the z-direction, and the output y
is a displacement of node 28, in the same direction. The open-loop transfer function 
from the disturbance to the performance is shown in Fig. 11.14 (solid line). The 
disturbance input is filtered with a low-pass filter, of transfer function 

( ) 1 (1 0.011 ).F s s  The magnitude of its transfer function is shown in the same
figure by a dot–dashed line. The resulting transfer function of the structure and filter 
is represented by the dotted line. 

We obtained the equivalent structure with the filter by scaling the disturbance 
input according to (11.57) and (11.58). The magnitude of its transfer function is 
shown in Fig. 11.14 (dashed line). It is clear from that figure that the structure with
the filter, and the structure with the scaled disturbance input, have similar frequency
characteristics. In order to compare how close they are, we calculated their H2

norms, obtaining 
2

2.6895G  for the structure with the filter, and
2

2.6911G

for the structure with the scaled disturbance input.
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Figure 11.12. The 3D truss: (a) Impulse responses; and (b) magnitudes of the transfer
function of the open-loop (solid line) and closed-loop (dashed line) trusses, from the first
input to the first output. Closed-loop responses show increased damping.
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Figure 11.13. Overlapped magnitudes of the transfer function of the closed-loop truss with
a full-order (solid line), and reduced-order (dashed line) LQG controller. 
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Figure 11.14.  Magnitudes of the transfer function of the truss (solid line), filter (dash–dot 
line), truss with filter (dotted line), and truss with scaled disturbance input (dashed line): 
Scaling has a similar effect as filter application.

We designed two frequency weighted LQG controllers for this structure. The first 
one is based on the structure with a filter, while the second is based on the structure 
with the scaled input matrix. The magnitudes of the closed-loop transfer function of
a structure with a filter, and with the scaled input matrix are shown in Fig. 11.15.
The plot shows that both systems have almost identical performance. Indeed, the 
closed-loop H2 norms are as follows: 

2
0.4153clG  for the structure with the 

filter, and 
2

0.4348clG  for the structure with the scaled disturbance input. 

11.13.4  The Deep Space Network Antenna 

We illustrate the design of a modal LQG controller for the azimuth axis of the Deep
Space Network antenna. For this design we use the 18-state reduced antenna modal
model obtained in Example 6.9. We assume the weight, Q, and plant noise 
covariance, V, equal and diagonal. 

In the first step, we upgrade the Deep Space Network antenna model with the 
integral-of-the-position state. After upgrade the model consists of two tracking states 
(azimuth angle and its integral), a state with the real pole that corresponds to the 
drive dynamics, and eight flexible modes (consisting of 16 states). For the tracking 
subsystem (consisting of the angle y and its integral ) we assumed the preliminary

weights of , and the drive state weight of
iy

1 2 1q q 3 33q . We chose the weights 
for the flexible subsystem such that the flexible modes show increased damping; this 
was obtained for the following weights: 4 7 33q q  and for 
Next, we calculate the step response of the closed-loop system, which is shown in 

8 19 10.q q
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Fig. 11.16(a). It shows 8 s settling time. We also obtain the closed-loop transfer 
function, and it is shown in Fig. 11.16(b). It has a bandwidth of 0.2 Hz. 

Figure 11.15.  Open–loop transfer function (solid line) and closed-loop transfer function, for 
a structure with scaled input matrix (dashed line) and for a structure with a filter (dotted 
line): Scaling has a similar effect as filter application.

Figure 11.16.  The initial design of the antenna LQG controller shows a large response time
and low bandwidth: (a) Closed-loop step response; and (b) closed-loop magnitude of the
transfer function.
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In the next step we improve the tracking properties of the system by the weight
adjustment of the tracking subsystem. By increasing the proportional and integral
weights to the tracking properties are improved, see the step response 
in Fig. 11.17(a) (small overshoot and settling time is 3 s) and in the magnitude of the 
transfer function Fig. 11.17(b) (the bandwidth is extended up to 2 Hz).
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Figure 11.17.  Final design of the antenna LQG controller, full-order (solid line), reduced-
order (dashed line): (a) Closed-loop step response; and (b) closed-loop magnitude of the
transfer function. The design features fast step response and increased bandwidth.

Next we obtain the reduced-order controller through the evaluation of controller 
reduction indices .i The plot of i  is shown in Fig. 11.18. Reducing the order of 
the estimator to 10 states (preserving the tracking states, and the eight flexible mode
states) yields a stable and accurate closed-loop system. Indeed, the reduced-order 
controller shows satisfactory accuracy, when compared with the full-order controller 
in the step response plots in Fig. 11.17(a) and with the transfer function plots in
Fig. 11.17(b). For more on the LQG controller for the antennas, see [42] and 
http://tmo.jpl.nasa.gov/tmo/progress_report/42-112/112J.PDF.
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Equation Section 12 
12
H  and H2 Controllers

how to control a generalized structure

Black holes are
 where God divided by zero.

—Steven Wright

In the LQG controller design we assumed that the control inputs were collocated 
with disturbances, and that the control outputs were collocated with the
performance. This assumption imposes significant limits on the LQG controller
possibilities and applications. The locations of control inputs do not always coincide
with the disturbance locations, and the locations of controlled outputs are not 
necessarily collocated with the location where the system performance is evaluated.
This was discussed earlier, when the generalized structure was introduced. The H2

and H  controllers address the controller design problem in its general configuration 
of non-collocated disturbance and control inputs, and noncollocated performance
and control outputs. Many books and papers have been published addressing 
different aspects of H  controller design, and [12], [30], [94], [99], [100], [104],
[122], and [129] explain the basic issues of the method. The H  method addresses a 
wide range of the control problems, combining the frequency- and time-domain
approaches. The design is an optimal one in the sense of minimization of the H
norm of the closed-loop transfer function. The H  model includes colored 
measurement and process noise. It also addresses the issues of robustness due to 
model uncertainties, and is applicable to the single-input–single-output systems as
well as to the multiple-input–multiple-output systems.

In this chapter we present the H controller design for flexible structures. We 
chose the modal approach to H  controller design, which allows for the 
determination of a stable reduced-order H  controller with performance close to the
full-order controller. 
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12.1  Definition and Gains 

The closed-loop system architecture is shown in Fig. 12.1. In this figure G is the 
transfer function of a plant (or structure), K is the transfer function of a controller, w
is the exogenous input (such as commands, disturbances), u is the actuator input, z is 
the regulated output (at which performance is evaluated), and y is the sensed (or
controlled) output. This system is different from the LQG control system as in
Fig. 11.1: besides the actuator input and controlled output it has disturbance input 
and the regulated output. Needless to say, it represents a broader class of systems
than the LQG control system.

Gu y

K

w z

Figure 12.1.  The H  closed-loop system configuration: G—plant, K—controller, u—
actuator input, w—exogenous input, y—sensed output, and z—regulated output.

For a closed-loop system as in Fig. 12.1 the plant transfer function G(s) and the 
controller transfer function K(s) are such that 

 (12.1) 

( ) ( )
( ) ,

( ) ( )

( ) ( ) ( ),

z s w s
G s

y s u s

u s K s y s

where u, w are control and exogenous inputs and y, z are measured and controlled 
outputs, respectively. The related state-space equations of a structureare as follows: 

1 2

1 12

2 21

,

,

.

x = Ax+ B w+ B u

z = C x+ D u

y = C x+ D w

(12.2)

Hence, the state-space representation in the H  controller description consists of the 
quintuple For this representation  is stabilizable and 

 is detectable, and the conditions 
1 2 1 2( , , , , ).A B B C C 2( , )A B

2( , )A C
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12 1 12

21 1 21

0 ,

0

T

T T

D C D I

D B D I
 (12.3) 

are satisfied. When the latter conditions are satisfied the H controller is called the 
central H  controller. These are quite common assumptions, and in the H2 control 

they are interpreted as the absence of cross terms in the cost function 

and the process noise and measurement noise are uncorrelated 

12 1( 0TD C ),

).1 21( 0TB D

The H  control problem consists of determining controller K such that the H
norm of the closed-loop transfer function  from w to z is minimized over all 
realizable controllers K, that is, one needs to find a realizable K such that 

wzG

( )wzG K  (12.4) 

is minimal. Note that the LQG control system depends on y and u rather than on w
and z, as above. 

The solution says that there exists an admissible controller such that ,wzG

where  is the smallest number such that the following four conditions hold: 

1.  solves the following central H  controller algebraic Riccati equation 
(HCARE),

0cS

(12.5)2
1 1 2 2 1 1( )T T T T

c c c cS A+ A S +C C S B B B B S = 0.

.

,

2. solves the following central H  filter (or estimator) algebraic Riccati 
equation (HFARE), 

0eS

(12.6)2
1 1 2 2 1 1( 0T T T T

e e e eS A + AS + B B S C C C C S =

3.

2
max ( )c eS S  (12.7) 

where max ( )X  is the largest eigenvalue of X.

4. The Hamiltonian matrices
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 (12.8) 

2
1 1 2 2

1 1

2
1 1 2 2

1 1

,

,

T T

T T

T T T

T

A B B B B

C C A

A C C C C

B B A

do not have eigenvalues on the j -axis.

With the above conditions satisfied the optimal closed-loop system is presented 
in Fig. 12.2, and the controller state-space equations, from the input y to the output 
u, are obtained from the block-diagram in Fig. 12.2, 

2
1 1 2 2ˆ ˆ( )

ˆ.

T
c c e e

c

,x A B B S B K K C x K

u K x

y

)

 (12.9) 

According to the above equations the H  controller state-space representation 
 is as follows: ( , ,A B C

 (12.10) 

2
1 1 2 2 ,

,

,

T
c c e

e

c

A = A+ B B S B K K C

 B = K

 C = K

where

2
T

c cK = B S (12.11)

and

2

2 1
.

,

( )

T
e o e

o e

K = S S C

S = I S S c

(12.12)

The gain  is called the controller gain, while  is the filter (estimator) gain. 
The order of the controller state-space representation is equal to the order of the 
plant. Note that the form of the H  solution is similar to the LQG solution. However, 
the LQG gains are determined independently, while the H  gains are coupled 
through the inequality (12.7), and through the component in (12.12). 

cK eK

oS

How is the H  norm of the closed-loop transfer system w to z minimized?
Through the gains that depend on the solution of the Riccati equations (12.5) and 
(12.6), which in turn depend of the w input matrix 1,B  and the z output matrix 1.C
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12.2  The Closed-Loop System 

We derive the closed-loop equations starting from the state-space equations of the
open-loop system, see (12.2), 

1 2

1 12

2 21

,

,

.

x = Ax+ B w+ B u

z = C x+ D u

y = C x+ D w

 (12.13) 

Next, we obtain the state-space equations of the central H  controller from the
block-diagram in Fig. 12.1, or (12.9), 

2
1 1 2ˆ ˆ( )

ˆ.

T
e 2  c c e

c

,x = A K C + B B S B K x K y

 u = K x
 (12.14) 

Defining a new state variable

,o
x

x  (12.15) 

where ˆ,x x we obtain the closed-loop state-space equations in the following 
form:

,

,

o o o o

o o

x = A x + B w

z = C x
 (12.16) 

where

(12.17)

2 2

2 2
1 1 2 1 1

1

1 21

1 12 12

,

,

.

c c
o T T

c e

o
c

o c c

A B K B K
A

B B S A K C B B S

B
B

B K D

C C D K D K

c

The block diagram of the closed-loop system is shown in Fig. 12.2.

Assuming in (12.16) and (12.17), one obtains the H2 system, which has 
structure identical to the LQG controller as in Fig. 11.2. 

1 0
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12.3  The Balanced H  Controller 

The balanced H  controller helps to reduce the controller size. An H  controller is 
balanced if the related HCARE and HFARE solutions are equal and diagonal, see 
[110] and [56], i.e., if 

 (12.18) 
1 2

,

diag( , ,..., ),

c e

N

S S

zw

y

Controller (K)

A

C2

B2

Ke

+

–

+

+

u

Structure (G)

A

C2
–

+
B2

+ +xu x

d

y

u

y

u

x̂x̂

ŷ

B1

D21

C1

D12

+

++

–2B1B1
TS c

Kc
+

d̂

Figure 12.2.  An H  closed-loop system.
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1 2 0,N  where i  is the ith H  singular (or characteristic) 
value.

The transformation R to the H -balanced representation is determined as follows:

Find the square roots  and cP ,eP of the HCARE and HFARE solutions 

 (12.19) 
,

.

T
c c c

T
e e e

P P = S

P P = S

Denote c eN P P  and find the singular value decomposition of ,N

 .TN =V M U  (12.20) 

Obtain the transformation R in the following form:

       or1/ 2
eR = P U 1 1/ .cR = P V 2  (12.21) 

The state ,x  such that ,x Rx  is H  balanced and the state-space representation is
1 1 1

1 2 1 2( , , , , ).R AR R B R B C R C R

In order to prove this, note that the solutions of HCARE and HFARE in new 

coordinates are 1,T
c c e eS R S R S R S R .T  Introducing R, as in (12.21), we 

obtain the balanced HCARE and HFARE solutions. 

The Matlab function bal_H_inf.m in Appendix A.13 transforms a representation 
 to the H -balanced representation 1 2 1 2( , , , , )A B B C C 1 2 1 2( , , , , )b b b b bA B B C C .

For the H -balanced solution, the condition in (12.7) simplifies to 

1 and 0.n

2

 (12.22) 

In the following we establish the relationship between H  singular values and 
open-loop (or Hankel) singular values. Let the matrix inequalities be defined as 
follows: 1X X  if the matrix 1 2X X is positive definite, and by 1 2X X  if the 

matrix 1 2X X  is positive semidefinite. For asymptotically stable A, and for V > 0,
consider two Riccati equations: 

 (12.23) 
1 1 1 1 1

2 2 2 2 2

0,

0.

T

T

A S + S A S W S +V =

A S + S A S W S +V =

If , we obtain 2 1 0W W
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 (12.24) 1 2 0,S S

see [25].

Property 12.1.  H  and Hankel Singular Values.  Let 1  be a matrix of 

Hankel singular values of the state representation , and let  be a 

matrix of H  singular values defined in (12.18). Then, for an asymptotically stable 

A, and for 

1 1( , , )A B C

2
2 2 1 1 0,T TB B B B 2

2 2 1 1 0,T TC C C C  we obtain 

1 1 , 1, , .i ior i N (12.25)

Proof.  Note that (12.25) is a consequence of the property given by (12.24). This 
property is applied to (12.5), and to the Lyapunov equation

 It is also a consequence of property (12.24) applied to

(12.6), and to the Lyapunov equation

1 1 0.T T
o oW A A W C C

1 1 0.T
c cW A AW B BT  In this way, we

obtain  and 1cW S e c1 .oW S  From the latter inequalities it follows that 

1( ) (i c i eW S )  and 1( ) (i o i cW S )  (see [73, p. 471]); thus, 1 1( )i c oW W

1( )i c eS S  or 1.

12.4  The H2 Controller 

The H2 controller is a special case of the H  controller but, at the same time, it is a
generalization of the LQG controller. It minimizes the H2 norm similarly to the LQG
index, but its two-input–two-output structure (disturbance and control inputs are not
collocated and performance and sensor outputs are not collocated either) is similar to
the H  controller.

12.4.1  Gains 

The open-loop state-space representation for the H2 controller is given by (12.2). 
It is the same as for the H  system, and we define its matrices

and  in the following, based on [12].
1 2 1 2 21, , , , , ,A B B C C D

12D

The controlled system consists of state x, control input u, measured output y,

exogenous input and regulated variable ,T T T
u yw v v 1 12 ,z C x D u  where 

and  are process and measurement noises, respectively. The noises  and are

uncorrelated, and have constant power spectral density matrices  and 

uv

yv uv yv

uV ,yV
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respectively. For the positive-semidefinite matrix  matrix,uV 1B  has the following 
form:

1/ 2
1 0 .uB V  (12.26) 

The task is to determine the controller gain  and the estimator gain  such 
that the performance index (J) as in  (11.5) is minimal, where R is a positive-definite 
input weight matrix and Q is a positive-semidefinite state weight matrix.

( )cK ( ),eK

Matrix is defined through the weight Q,1C

1 1/ 2

0
C

Q
 (12.27) 

and, without loss of generality, we assume R = I and ,vV I  obtaining 

12

21

,
0

0 .

I
D

D I

 (12.28) 

The minimum of J is achieved for the feedback with gain matrices  and  as 
follows:

( cK )eK

(12.29)
2 2

2 2

,

,

T
c c

T
e e

K = B S

K = S C

where  and  are solutions of the controller algebraic Riccati equation
(CARE) and the estimator algebraic Riccati equation (FARE), respectively, which in 
this case are as follows: 

2cS 2eS

(12.30)
2 2 1 1 2 2 2 2

2 2 1 1 2 2 2 2

0,

0.

T T T
c c c c

T T T
e e e e

S A+ A S +C C S B B S =

S A + AS + B B S C C S =

Note by comparing (12.5), (12.6), and (12.30) that the H2 solution is a special case 

of the H  solution by assuming 1 0,  for which the inequality (12.7) is
unconditionally satisfied. 
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12.4.2  The Balanced H2 Controller

An H2 controller is balanced if the related CARE and FARE solutions are equal and
diagonal. We derive the relationship between the H  and H2 characteristic values as 
follows:

Property 12.2. The Relationship Between H , H2, and Hankel Singular 
Values.

2 or ,i i2 (12.31)

2 1 2 1   or , 1, , .i i i N  (12.32) 

Proof. Let inf : ( ) 0 .  Then on the segment ( , + ) all H

characteristic values are smooth nonincreasing functions of , and the maximal
characteristic value 1 is a nonincreasing convex function of ; see [95]. As a 

consequence, for  one obtains 2.  However, i  are increasing 

functions of , and 2i i as , thus 2 .i i The second part is a 
direct consequence of (12.31) and Property 12.1.

12.5  The Low-Authority H  Controller 

We extend the properties of flexible structures to H  control design. These
properties are valid for a low-authority controller of moderate action. In this case
flexible structure properties are reflected in the properties of the H  controller. Let 

 be the open-loop modal representation of a flexible structure (in

the modal form 1 or 2), and let 

1 2 1 2( , , , , )A B B C C

1 2 2 ,T
c cA A B B S 2 2c o eA A S S C C2 be the 

closed-loop matrices, where cS  and eS are the solutions of the HCARE and 

HFARE equations, respectively, and 2(o eS I S S 1) .c  Denote by  the ith

row of B. The H controller is of low authority if for the closed-loop matrix  we 

obtain In other words, for the low-authority

controller we can replace 

ib

1cA

1eig( ) eig( diag( ).T
cA A BB cS

TBB with its diagonal terms. Similarly, for the low-

authority H  controller we can replace with its diagonal terms, obtaining TC C

2eig( ) eig( diag( )).T
c o eA A S S C C

We can find a positive scalar os  such that for 
2cS os  and 

2eS os  the H

controller is of low authority. For a low-authority controller the following property
holds:
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Property 12.3. HCARE and HFARE in Modal Coordinates.  For the low-
authority H controller the solutions of HCARE and HFARE in modal coordinates 
are diagonally dominant 

 (12.33) 
2

2

diag( ),

diag( ), 1, , ,

c ci

e ei

S  s I

S  s I i = n

and the H  singular values are obtained as follows: 

 , 1,i ci ei , .s s i n (12.34)

Furthermore, if A is in the modal form 2, one can use (11.25) as replacements for 
TBB (or C C).T

Proof. The proof is similar to the proof of Property 11.1. The second part follows 
from the diagonally dominant solutions of HCARE and HFARE.

We obtained the diagonal solutions of HCARE and HFARE under low-authority
assumption. Often, for low values of the parameter , some modes do not satisfy the 
low-authority conditions. The HCARE and HFARE solutions for these modes are no 
longer diagonal, and the total solution is in the block-diagonal form, as in Fig. 12.3.
However, this block-diagonal form is equally useful in applications, since it remains
diagonally dominant for those modes that preserve the low-authority properties.
These modes are subjected to truncation in the controller reduction process. They are 
weakly correlated with the remaining modes, and their reduction index is small,
which makes the truncation stable and the truncation error small.

Values: medium,

HCARE/HFARE solutionsSystem matrix A

large.small,zero,

Figure 12.3.  Modal matrix A and HCARE/HFARE solutions for the partially low-authority
H  controller: The solution for the flexible mode part is diagonally dominant.
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12.6  Approximate Solutions of HCARE and HFARE

We obtain the approximate solutions of HCARE and HFARE in closed-form, in 
order to understand the relationship between structural parameters and the closed-
loop system performance. For flexible structures in modal coordinates, we use 
Properties 12.3 and 11.1 to obtain the Riccati equations (12.5), (12.6) in the 
following form:

2
1

2
1

0,

0, 1,..., ,

ci c i c i o i

ei e i e i c i

s s w

s s w i n
 (12.35) 

where

1
2 2

1
2 2

,

.

c i
ci c i

o i
ei o i

w
w

w
w

 (12.36) 

The solutions of the ith equation are 

1
,

2

1
,

2

ci
c i

ci

ei
e i

ei

s

s

 (12.37) 

where

2 2
1 21

2 2
1 12

1 4 1 4 4 ,

1 4 1 4 4 ,

ci o i ci i i

ei c i ei i i

w

w

2
11

2
11

 (12.38) 

and jki  is the ith Hankel singular value between the jth input and the kth output. 

The H  singular values are real and positive for 0ci  and 0.ei

From (12.35), we obtain 2
1ci c i c i o is s w  and 2

1 .ei e i e i c is s w  Thus, 

1  for 0,c i o i cis w  (12.39) 

and

1   for 0.e i c i eis w  (12.40) 
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Introducing (12.37) to (12.34) we obtain the approximate H  singular values as 
follows:

( 1)( 1)
,

2
ci ei

i
i

(12.41)

where

2 2 2 2 2 4 2
22 12 21 11 .i i i i i  (12.42) 

Consider a special case of the equal cross-coupling between the two inputs and 

two outputs, i.e., 12 21.  For this case, ci ei  and 2 2
12 21 11 22 ;

therefore,

2
22 11

1
,

2i i
i

.  (12.43) 

Setting specifies the above results for the H2 systems. Thus, for the H2

controller  and for 

1 0

2 ,ci c iw 2ei o iw  from (12.37) and (12.38), it follows that 

2
2

2

2
2

2

1
,

2

1
,

2

ci
c i

c i

ei
e i

o i

s
w

s
w

 (12.44) 

are the approximate solutions of the modal H2 Riccati equations, and 

2
2

2
2 1

1 4 ,

1 4 .

ci i

ei i

21

2

 (12.45) 

Thus, 2 2i c i e2is s  is the ith characteristic value of an H2 system, obtained from

(12.39) and (12.40) for 1 0,

2 2
2

22

( 1)( 1
.ci ei

i
i

)
(12.46)

 Also, from (12.43) one obtains 
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2
2 1

2
21 11

,

,

i i i
(12.47)

for 0   and 0.ci ei

12.7  Almost H -Balanced Modal Representation 

For the diagonally dominant solutions of HCARE and HFARE in modal
coordinates, see (12.33), we find the approximately balanced solution of
HCARE and HFARE, which is also diagonally dominant, i.e., 

2diag( ),

, 1,

i

i ci ei

I

, .s s i n
 (12.48) 

The modal representation for which the solutions of HCARE and HFARE are 
approximately equal is called the almost H -balanced representation. The 
transformation R from the modal representation  to the H  almost-

balanced representation  is diagonal 
1 2 1 2( , , , , )A B B C C

1 2 1( , , , ,abh abh abh abh abhA B B C C 2 )

1 2 2 2 2

1/ 4

diag( , ,..., ),

,

n

ei
i

ci

R r I r I r I

s
r

s

(12.49)

and

 (12.50) 1 1
1 2 1 2 1 2 1 2( , , , , ) ( , , ,abh abh abh abh abhA B B C C A,R B R B C R C R).

)

R

Note that this transformation requires only a rescaling of the input and output 
matrices.

Indeed, the modal representation  is almost H

balanced, and the HCARE, HFARE solution  is diagonally dominant in the 
modal almost-balanced coordinates. This we can prove by noting that the solutions 

of HCARE and HFARE are  and

1 1
1 2 1 2( , ,A,R B R B C R,C R

T
ch cS R S 1 T

eh eS R S R and
introducing R, as in (12.49), we obtain the balanced solution as in (12.50). Note that
the values of cis  and eis  depend on the choice of coordinates, but their product 
does not.
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12.8  Three Ways to Compute H  Singular Values 

The above analysis allows us to compute the H  singular values in three different 
ways:

1. From the algorithm in Section 12.3. This algorithm gives the exact H  singular 
values. However, the relationship between the H  singular value and the 
corresponding natural mode it represents is not explicit.

2. From (12.33), (12.34). These approximate values give an explicit connection 
between H  singular values and natural modes.

3. From (12.41). This is an approximate value related to a single mode. The largest 
singular values may be inaccurate, but the closed-form equation gives an explicit 
relationship between structural parameters and the singular value.

12.9  The Tracking H Controller

The tracking control problem differs from the regulation problem because controller 
performance depends not only on the plant parameters, but also on the tracking
command profile (its rate, acceleration, etc.). It is useful to formulate the tracking 
problem such that the requirements are met by definition. One important
requirement for tracking systems is to maintain zero steady-state error for constant-
rate command. Upgrading the plant with an integrator can satisfy this requirement,
as was already discussed in the LQG controller design in Chapter 11. An H
tracking controller with an integral upgrade is presented in Fig. 12.4. For this 
configuration the design approach is similar to the LQG tracking controller design 
presented earlier, see Section 11.9. 

12.10  Frequency Weighting

In order to meet the specified performance requirements we need smooth pre- and 
post-compensating filters. Typically, filters are smooth, i.e., their transfer function
satisfies conditions (5.28), and for smooth filters Property 5.8 is valid. This property
says that the H  norm of a smooth filter in series with a flexible structure is
approximately equal to the norm of a structure alone with the input (output) matrices
scaled by the filter gains at natural frequencies. 

Denote by iG  a transfer function of the ith mode  with the scaled input matrixiG

;iB  see (11.58). We show that the H  norms of both transfer functions are 
approximately equal. 
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Figure 12.4.  An H  tracking controller with an integral upgrade. 

Property 12.4(a).  H  Input Filtering. The H  norm of a structure with a 
smooth input filter is approximately equal to the H   norm of a structure with a 
scaled input matrix B, 

,GF G  (12.51)

where
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1

1

,

( )

n

i
i

i i i i

G G

G C j I A B ,

(12.52)

and

,

( ) .

i i i

i i

B B

F
(12.53)

Proof.   From Property 5.8 we obtain 

max max , 1, , .i i i
i i

GF G G G i n

Equation (12.51) shows that the application of the input filter for the H
performance modeling is equivalent to the scaling of the 2 n  input matrix iB with

,i  where i is the magnitude of the filter transfer function at the resonant 

frequency ,i ( )i F i ; see (5.27). 

Property 12.4(b). H  Output Filtering.  The H  norm of a structure with a 
smooth output filter is approximately equal to the H  norm of a structure with a 
scaled output matrix C, 

,FG G  (12.54) 

where

1

1

,

( )

n

i
i

i i i i

G G

G C j I A B ,

 (12.55) 

and

.i i iC C  (12.56) 

Proof. Similar to Property 12.4(a).

Equation (12.54) shows that the application of the output filter for the H
performance modeling is equivalent to the scaling of the 2 n  output matrix iC
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with ,i  where i  is the magnitude of the filter transfer function at the resonant 
frequency.

12.11  The Reduced-Order H Controller

The order of the state-space representation of the H  controller is equal to the order 
of the plant, which is often too large for implementation. Order reduction is 
therefore a design issue worth consideration. The reduction of a generic H
controller is not a straightforward task; however, an H  controller for flexible 
structures inherits special properties that are used for controller reduction purposes. 

12.11.1  The Reduction Index 

We introduce the following reduction index for the H  controller:

22 .i i i  (12.57) 

In this index 22i  is the ith Hankel singular value of  and 2 2( , , ),A B C i  is the ith

H  singular value. The index i serves as an indicator of importance of the ith

mode of the H  controller. If i is small, the ith mode is considered negligible and 
can be truncated. 

When  the H  controller becomes the H2 controller. Indeed, for 

we get 

1 0 1 0,

2 ,i i

2 22 2 ,i i i  (12.58) 

i.e., the H2 controller reduction index. 

The choice of reduction index as in (12.57) is justified by the properties of the 
closed-loop system, presented below. 

12.11.2  Closed-Loop Poles 

Let (A ,B ,C ) be the state-space representation of the central H  controller as in 
(12.10). Defining the closed-loop state variable as in (12.15), we obtain the closed-
loop modal state-space equations as in (12.16). Divide  into submatricesoA
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11 12

21 22
,o

A A
A

A A
(12.59)

where

11 2

12 2

2
21 1 1

2
22 2 1 1

,

,

,

,

c

c

T

T
e

A = A B K

A = B K

A = B B

A = A K C + B B

 (12.60) 

to prove the following property:

Property 12.5. Closed-Loop Poles.  If 

1,    for 1, , ,i i = k + n  (12.61) 

then the ith pole is shifted approximately by 2 i  with respect to the open-loop 
location, i.e., 

22 22i i iA A I .  (12.62) 

Proof. In modal coordinates, A is diagonal and the following components are 
diagonally dominant:

2 2 2 2

2 2 2 2

2 1
1 1 2

diag(2 ),

diag(2 ),

2
diag ;

T
c i i

T
e i i o i i

T i i c i i

B K = B B w

K C = C C w

w
B B

c i i

 (12.63) 

thus, each of the four blocks of  is diagonally dominant. If oA 1i

T

 for 

 then the ith diagonal components of  and  are small for 
 Thus for those components the separation principle is valid and gains 

 and  are independent. Furthermore, the ith diagonal block  of the matrix

 is as follows: 

1, , ,i = k + n 12A 21A
1, , .i = k + n

cik eik 22iA

22A

2
22 2 2 1 1 ,T

i i oi i i i i i iA A s C C B B  (12.64) 
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where  is given by (2.53). Note, in addition, thatiA 1ois  for 1,i  thus 

 and also that 2 2 2 22T
i i i i i o i iC C w I , 2 2

1 1 1 22 .T
i i i i i c i iB B w I

IConsequently, (12.64) now becomes 22 22i i iA A  or (12.62).

12.11.3  Controller Performance 

Let the error vector  be partitioned as follows: 

r

t
 (12.65) 

with r  of dimension ,rn t  of dimension , such that tn .r tn n n  Let the matrix
of the reduction indices be arranged in decreasing order, 

1 2 2diag( ,..., ),nI I 1,i i  and be divided consistently by ,

0
,

0
r

t
 (12.66) 

where 1 2 2diag( ,..., ),r kI I 1 2 2diag( ,..., ).t k I nI  Divide the

matrix  accordingly, diag( , ).r t  The closed-loop system

representation  is rearranged according to the division of , i.e., ( , , )o o oA B C

,

,

.

or ort
o

otr ot

or
o

ot

o or ot

A A
A

A A

B
B

B

C C C

 (12.67) 

Hence, the closed-loop states of the reduced-order system are now 

 , .r
o r

t r

x x
x x  (12.68) 

The reduced-order controller representation is  and let the closed-

loop system state be denoted by

( , , ),or or orA B C

rx .

If condition (12.61) is satisfied, the performance of the closed-loop system with 
the reduced-order controller is almost identical to the full-order controller in the 
sense that 

2
0.r rx x  It follows from (12.63) that for 1i
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( 1, , i = k + n)  we obtain 0,otr ortA A  and the closed-loop block  is 

almost identical to the open-loop block  i.e., 
otA

,tA .ot tA A  In this case, from (12.67) 
and (12.68), we obtain 

,r or r ort t or or r or rx = A x + A  + B w A x + B w= x  (12.69) 

or, thus, .r rx x

The above approximations hold for low-authority controllers, i.e., for the
controllers that modify only moderately the system natural frequencies. Typically,
the modes with largest H  singular values do not fall under this category, but the 
modes with the smallest H  singular values are under low-authority control. Thus
the latter modes are the ones that are the most suitable for reduction. Therefore the 
presented reduction procedure is applicable in this case. 

12.12  Controller Design Procedure 

The following steps help to design an H  controller:

1. Put the structural model into modal coordinates 1 or 2. 
2. Define the performance criteria, such as bandwidth, settling time, overshoot, etc. 
3. Assign the initial values of the disturbance matrix 1B  and performance matrix

 (these matrices are known to a certain degree).1C

4. Solve the Riccati equations (12.5), (12.6), and (12.7), find controller gains from
(12.11) and (12.12), and simulate the closed-loop performance. Check if the
performance satisfies the performance criteria. If not, continue. 

5. Check which modes do not satisfy the criteria. Scale the corresponding 
components of 1B  and/or , and return to p. 4. 1C

6. If the criteria are not fully satisfied, consider the addition of a filter to achieve
the goal. Use the procedure of Section 12.10, by appropriately scaling the input 

1( )B  or output  matrices in modal coordinates.1( )C

7. When the goal is achieved, perform controller reduction. Determine the 
reduction index as in (12.57) and eliminate the controller states with the small
reduction indexes. Simulate the closed-loop system with the reduced-order 
controller. If the performance of the system with the reduced-order controller is 
close to the performance of the system with the full-order controller, accept the 
reduced-order controller; or you may consider further reduction. If the 
performance of the reduced-order controller departs significantly from the 
performance of the full-order controller, increase the order of the reduced-order 
controller, until its performance is satisfactory.

The above design procedure achieves the design goals because the modes are almost
independent; therefore by scaling a single entry of the disturbance matrix 1B  or 
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performance matrix we change the properties of a single mode, leaving other 
modes almost unchanged.

1C

12.13  Controller Design Examples

We illustrate the H  design method using a simple structure, the truss structure, and 
the Deep Space Network antenna. 

12.13.1  A Simple Structure 

We design an H controller for a system as in Fig. 1.1. The system parameters are as 
follows: 1 3,m 2 1,m 3 2,m 1 30,k 2 3 4 6,k k k  D= 0.004K + 0.001M,
where M, K, and D are mass, stiffness, and damping matrices, respectively. The 
control input (u) acts at mass 2 and mass 3 in opposite directions. The first 
disturbance  acts at mass 2 and mass 3 in opposite directions, with an

amplification factor of 3, the second disturbance  acts at mass 2, and the third 

disturbance  is the output noise. The output (y) is a displacement of mass 2, and

the controlled outputs  are the displacement of mass 2 with an
amplification factor of 3, a rate of mass 3, and an input u. Thus, the corresponding 
input and output matrices are as follows: 

1( )w

2( )w

3( )w

1 2 3( , ,  and )z z z

1 2

0 0 0 0

0 0 0 0

0 0 0 0
, ,

0 0 0 0

1 3 0 1

0 1.5 0 0.5

B B

1 2

0 0 1 0 0 0

0 0 0 0 3 0 , 0 0 0 0 1 0 ,

0 0 0 0 0 0

C C

and

12 21 0 0 1 .TD D

First we find the parameter   such that the condition (12.7) is satisfied, obtaining 
= 7.55. Next we determine the H  singular values: the exact ones obtained from

(12.18) and the approximate ones obtained from (12.41). They are shown in 
Fig. 12.5. The figure shows good coincidence for the two smallest values. Next we
calculated the open- and closed-loop impulse responses, and show them in
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Fig. 12.6(a) (from the first input to the first output). We also calculated the 
magnitudes of the transfer function of the open- and closed-loop systems, and they
are compared in Fig. 12.6(b), showing significant vibration suppression. 
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Figure 12.5.  Exact ( ) and approximate ( ) H  singular values of a simple system: Good 

coincidence for modes 2 and 3.
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Figure 12.6. A simple system: (a) Open- and closed-loop impulse responses; and 
(b) magnitudes of the open- and closed-loop transfer functions. Damping is added to the
closed-loop system.
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Next we reduce the controller using the reduction indices. They are shown in Fig. 
12.7. The index of the third mode is small and is truncated; hence the controller
order is reduced from six to four states. The obtained closed-loop system is stable,
with comparable performance. This is confirmed with the impulse responses of the 
full and reduced controller in Fig. 12.8 (from the first input to the first output). 

12.13.2  The 2D Truss 

The Matlab code for this example is in Appendix B.  We present the design of the 
H controller for the 2D truss structure, as shown in Fig. 1.2. The structural model
has 16 modes, or 32 states. The control input, u, is applied to node 4, in the vertical
direction, the controller and the output y is collocated with u. The disturbances act at 
the input u with an amplification factor of 90, and at node 10 (the horizontal 
direction). The performance output z is measured at output y, and at node 9, in the 
horizontal direction.

50
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Figure 12.7.  Reduction index of the simple system.
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Figure 12.8. Almost identical impulse responses of the full (solid line) and reduced (dashed 
line) H  closed-loop system.

First, we obtain the system H  singular values and compare them in Fig. 12.9 
with the approximate ones, obtained from (12.41). Similarly to the previous 
example, the small values show good coincidence while the large values diverge. 
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This property is explained by the fact that for the largest singular values the closed-
loop modal damping is large enough to diverge from the low-authority conditions.
Nevertheless, this is not a significant obstacle, since only small H  singular values 
are used to evaluate the modes subjected to reduction. 

Next, we compare the H  singular values ( ), the H2 singular values ( ), and the 

Hankel singular values 11i ( ) in Fig. 12.10, showing that Properties 12.1 and 12.2 

hold. Namely, the Hankel singular values dominate the H  singular values, and the 
latter dominate the H2 singular values. The critical value of  is =125.1.
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Figure 12.9. The exact ( ) and approximate ( ) H  singular values of the 2D truss are

almost equal for higher modes.
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Figure 12.10. H  ( ), H2 ( ), and Hankel singular values ( ) of the 2D truss satisfy (12.47). 

We also compare the open- and closed-loop impulse responses and magnitudes
of the transfer functions in Fig. 12.11, showing that the closed-loop performance is
improved when compared to the open-loop performance.
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Figure 12.11.  The 2D truss: (a) Open-loop (solid line) and closed-loop (dashed line)
impulse responses; and (b) magnitudes of the open-loop (solid line) and closed-loop (dashed 
line) transfer functions.

Next we compute the H reduction indices, and show them in Fig. 12.12. The H
reduction index satisfies the condition in (12.61) for k = 6, ..., 16, i.e., 1.k

Hence, the reduced controller contains five modes, or 10 states. Indeed, the 
controller with five modes (of order 10) is stable, and its performance is almost
identical to the full-order controller, since the closed-loop impulse responses of the 
full-order (see Fig. 12.11(a)) and reduced-order controllers overlap. 

12.13.3  Filter Implementation Example 

Consider the 3D truss with a filter as in Subsection 11.13.3. The magnitude of the 
transfer function of the truss with a filter is shown in Fig. 12.13(a) (solid line). We 
obtained an equivalent structure with filter by scaling the disturbance input, 
according to (12.51), and the magnitude of its transfer function is shown in Fig.
12.13(a) (dashed line). It is clear from that figure that the structure with the filter,
and the structure with the scaled disturbance input, have very similar frequency
characteristics and their norms are as follows: 2.6895G  for the structure with 

the filter and 2.6911G  for the structure with the scaled disturbance input. 
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Figure 12.12.  Reduction indices of the 2D truss.

We designed two frequency weighted H  controllers for this structure. The first
one is based on a structure with a filter, while the second one is based on a structure 
with a scaled input matrix. The closed-loop transfer functions are shown in Fig.
12.13(b). The closed-loop performance of the structure with the filter, and with the
scaled input, are quite close. The closed-loop H  norms are as follows: 

0.4221clG  for the structure with the filter and 0.2852clG  for the 

structure with the scaled disturbance input. The scaled system has better 
performance because it had a minimum for a smaller value of  ( 5.7)  than the 
system with a filter ( 7.0) . If we use 7.0 , the norm of the scaled system is 

0.4034.clG

12.13.4  The Deep Space Network Antenna with Wind
 Disturbance Rejection Properties 

A significant portion of the antenna tracking error is generated by the antenna 
vibrations excited by wind gusts. The LQG controller designed in Subsection
11.13.4 improved its tracking, but we did not address directly the disturbance 
rejection properties in the design process, therefore they are rather moderate. The H
controller allows for addressing simultaneously its tracking and disturbance rejection 
properties, as we show in the following. 

In [48] the wind spectra were determined from the wind field data. Based on 
these spectra, and using the antenna model in the modal representation, we add the 
wind filter by an appropriate scaling of the input matrix 1B  of the antenna. The 
scaling factors are the filter gains at the natural frequencies of the antenna. 
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Figure 12.13.  Magnitudes of the transfer function: (a) The open-loop system; and (b) the
closed-loop system (with filter (dashed line) and with equivalent weights (dotted line)).

We obtained and simulated the H controller for the azimuth axis, and compared
its tracking performances with the LQG controller performance. First, we compare
the transfer functions from the command input to the encoder output; see
Fig. 12.14(a). The plot shows improved tracking performance of the H controller
(the bandwidth is 2.2 Hz for the H controller and 1.2 Hz for the LQG controller). 
The wind disturbance rejection properties are represented by the transfer functions 
from the wind disturbance input to the encoder output, Fig. 12.14(b), and by the
simulated wind gusts action on the antenna in Fig. 12.15, where the tracking errors
of the H and LQG controllers are plotted. In Fig. 12.14(b) the H controller
disturbance transfer function is about a decade lower than the LQG controller, 
showing improved disturbance rejection properties of the H controller. This is 
confirmed by the plot of the tracking error in a 50 km/h wind, see Fig. 12.15. The 
rms encoder error of the LQG controller is 0.70 mdeg, while the error of the H
controller is 0.12 mdeg, showing an almost six-fold improvement. For more on the
antenna controllers and its practical limitations, see [42] and 

http://tmo.jpl.nasa.gov/tmo/progress_report/42-127/127G.pdf.
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Figure 12.14.  Magnitudes of the azimuth transfer functions of the H  (solid line) and LQG 
(dashed line) controllers: (a) From the command input to the encoder output; and (b) from
the wind disturbance input to the encoder output. The H  controller shows a wider
bandwidth and improved disturbance rejection properties.
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properties.



This page intentionally left blank 



Appendices
 Matlab functions, Matlab examples, and structural parameters

Fast cars, fast women, fast algorithms ...
what more could a man want?

—Joe Mattis
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A
Matlab Functions 

The following Matlab® functions are given in this appendix: 

modal1, for the determination of the modal 1 state-space representation from a 
generic state-space representation;  
modal2, for the determination of the modal 2 state-space representation from a 
generic state-space representation; 
modal1m, for the determination of the modal 1 state-space representation from 
natural frequencies, modal damping, modal mass, modal matrix, etc.; 
modal2m, for the determination of the modal 2 state-space representation from 
natural frequencies, modal damping, modal mass, modal matrix, etc.; 
modal1n, for the determination of the modal 1 state-space representation from 
mass, stiffness, damping matrices, etc.; 
modal2n, for the determination of the modal 2 state-space representation from 
mass, stiffness, damping matrices, etc.; 
modal_time_fr, for the determination of modal representation in limited time 
and frequency ranges; 
balan2, for the determination of the open-loop balanced representation; 
norm_H2, for the determination of modal H2 norms; 
norm_Hinf, for the determination of modal H  norms; 
norm_Hankel,  for the determination of modal Hankel norms; 
bal_LQG, for the determination of the LQG-balanced representation; and 
bal_H_inf, for the determination of the H -balanced representation. 

These functions use the following standard Matlab routines: are, cdf2rdf, inv, lqe, 
lqr, lyap, norm, size, sqrt, svd.
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A.1  Transformation from an Arbitrary State-Space
        Representation to the Modal 1 State-Space
        Representation

The modal1 state-space representation is obtained by the initial transformation of an 
arbitrary representation (A,B,C) to the modal representation  the system

matrix  is complex and diagonal. Its diagonal entries are the eigenvalues of A,

( , , );n n nA B C

nA

2

2

( , ) 1 ,

( 1, 1) 1 .

n i i i i

n i i i i

a i i j

a i i j

     (A.1) 

This transformation, denoted V, is obtained using the Matlab command eig(A). In the 
next step the representation  is turned into the modal form 1 

 by applying the following transformation:

( , , )n n nA B C

( , ,m m mA B C )

2

2

diag( ),

1
.

1 1

i

i i
i

i i

T t

j
t

j

1    (A.2)

The system matrix  in the obtained representation has the block-diagonal form as 

in (2.47), and its 2 2 blocks are as in (2.52). However, the input and output matrices
mA

mB and  are not in the form as in (2.52). The first entry ofmC miB  is nonzero, and

the first and second entries of  do not correspond to the displacement and rate 

sensors. This happens because the representation with block-diagonal  is not 
unique. Indeed, define the transformation S as follows:

miC

mA

diag( ),

2
.

i

i i i i
i

i i

S s

s
     (A.3)

This leaves  unchanged, althoughmA mB and  have been changed.mC

We use the above property to obtain mB and  as in (2.52). In order to do this

for a single input system, note that the input matrix
mC

mB  is in the following form:
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1

2 ,

m

m
m

mn

B

B
B

B

where  has both entries nonzero (unlike (2.52)). By choosing

parameters

1

2

mi
mi

mi

b
B

b

i  and i  in the transformation (A.3), such that 

2

1

,mi
i i

mi

b

b
(A.4)

we obtain (after transformation) 1 0.mib

Care should be taken in the permutation of variables in the state-space 
representation: the modal displacement will be placed before the modal velocity. As 
a result, the total transformation from the given representation  to modal

representation  is R=VTS, such that ,

( , , )A B C

( , ,m m mA B C ) R1
mA R A 1 ,mB R B  and 

.mC CR



322 Appendix A 

A.2  Transformation from an Arbitrary State-Space 
Representation to the Modal 2 State-Space
Representation

Note that unlike the modal form 1, a structure can be transformed to modal form 2 
approximately (assuming small damping, terms with the squared damping

coefficient 2
i  are ignored). First, we transform (A,B,C) to the diagonal complex

modal form , as before. Next, we apply the following transformation:( , , )n n nA B C
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diag( ),

1
,

1

i

i

T t

j
t

j

    (A.5) 

to turn the  into modal form 2, and eventually correcting for nonzero

terms in 

( , , )n n nA B C

miB  using transformations (A.3) and (A.4). 
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A.3  Transformation from Modal Parameters to
 the Modal 1 State-Space Representation

If coord = 1 this function determines the modal state-space representation in form 2, 
as in (2.53), or if coord = 0 this determines the state-space representation in modal 
coordinates in form 1, as in (2.52). The input data include natural frequencies, modal 
damping, modal mass, a modal matrix, an input matrix, and displacement and rate 
output matrices. 
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A.4  Transformation from Modal Parameters to
 the Modal 2 State-Space Representation

If coord = 1 this function determines the modal state-space representation in form 1, 
as in (2.52), or if coord = 0 this determines the state-space representation in modal 
coordinates in form 2, as in (2.53). The input data include natural frequencies, modal 
damping, modal mass, a modal matrix, an input matrix, and displacement and rate 
output matrices. 
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A.5  Transformation from Nodal Parameters to
 the Modal 1 State-Space Representation

If coord = 1 this function determines the modal state-space representation in form 2, 
as in (2.53), or if coord = 0 this determines the state-space representation in modal 
coordinates in form 1, as in (2.52). The input data include mass, stiffness, and 
damping matrices, an input matrix, and displacement and rate output matrices. 



Matlab Functions 327



328 Appendix A 

A.6  Transformation from Nodal Parameters to
 the Modal 2 State-Space Representation 

If coord = 1 this function determines the modal state-space representation in form 1, 
as in (2.52), or if coord = 0 the state-space representation in modal coordinates in 
form 2, as in (2.53). The input data include mass, stiffness, and damping matrices, 
an input matrix, and displacement and rate output matrices. 
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A.7  Determination of the Modal 1 State-Space
 Representation and the Time- and Frequency- 
 Limited Grammians 

This function determines the modal state-space representation (form 1), and

the time-limited grammians and Hankel singular values, for the time interval 

1 2[ , ],T t t 2 1;t t

the frequency-limited grammians and Hankel singular values, for the frequency
interval 1 2[ , ], 2 1;  and 

the time- and frequency-limited grammians and Hankel singular values, for the
time interval  and for the frequency interval 1 2[ , ],T t t 2 1,t t 1 2[ , ],

2 1.
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The input data include the system state-space representation (a,b,c), lower (t1) and 
upper (t2) time interval limits, and lower ( 1) and upper ( 2) frequency interval
limits.

For the time-only case, assume 1 0  and 2 ,b  where n  is the highest
natural frequency.

For the frequency-only case, assume 1 0t  and 2 2 / ,nt  where n  is the 
highest natural frequency.
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A.8  Open-Loop Balanced Representation 
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A.9  H2 Norm of a Mode 
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A.10  H  Norm of a Mode 

A.11  Hankel Norm of a Mode 
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A.12  LQG-Balanced Representation 
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A.13  H -Balanced Representation 
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B
Matlab Examples 

B.1  Example 2.5 
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B.2  Example 3.3 
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B.3  Example 4.11 
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B.4  Example 5.3 
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B.5  Example 6.7 
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B.6  Example 7.2 
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B.7  Example 8.1 
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B.8  Example 9.1 
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B.9  Example 10.4.2 
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B.10  Example 11.13.1 
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B.11  Example 12.13.2 
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C
Structural Parameters 

This appendix provides the parameters of the 2D truss (shown in Fig. 1.2), the 
clamped beam (shown in Fig. 1.4), and the Deep Space Network antenna (shown in 
Figs. 1.5 and 1.6). They allow the reader to check the methods and to exercise
her/his own ideas and modifications. No result is final, and no approach is perfect.

C.1  Mass and Stiffness Matrices of the 2D Truss 

The mass matrix, M,

1

1

,
M O

M
O M

where
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1

0.41277 0 0 0 0 0 0 0

0 0.41277 0 0 0 0 0 0

0 0 0.41277 0 0 0 0 0

0 0 0 0.41277 0 0 0 0

0 0 0 0 0.41277 0 0 0

0 0 0 0 0 0.41277 0 0

0 0 0 0 0 0 0.23587 0

0 0 0 0 0 0 0 0.235

M

87

and

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0
.

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

O

The stiffness matrix, K,

1 2

2 1

,T

K K
K

K K

where
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6
1

3.024 1 0 0 0 0 0 0

0 1.909 0 0 0 0 0 0

1 0 3.024 0 1 0 0 0

0 0 0 1.909 0 0 0 0
10

0 0 1 0 3.024 0 1 0

0 0 0 0 0 1.909 0 0

0 0 0 0 1 0 1.512 0.3

0 0 0 0 0 0 0.384 1.6

K

84

21

and

6
2

0 0 0.512 0.384 0 0 0 0

0 1.333 0.384 0.288 0 0 0 0

0.512 0.384 0 0 0.512 0.384 0 0

0.384 0.288 0 1.333 0.384 0.288 0 0
10

0 0 0.512 0.384 0 0 0.512 0.384

0 0 0.384 0.288 0 1.333 0.384 0.288

0 0 0 0 0.512 0.384 0 0

0 0 0 0 0.384 0.288 0

K .

1.333

C.2  Mass and Stiffness Matrices of the Clamped
 Beam Divided into 15 Finite Elements 

For n = 15 the beam has 42 degrees of freedom (14 nodes, each node has three
degrees of freedom: horizontal and vertical displacement, and in-plane rotation). The 
mass and stiffness matrices are of dimensions 42 42. The mass matrix is a diagonal 
with the diagonal entries as follows. 

The beam mass matrix:
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1

1

1

1

1

1

1

1

1

1

1

1

1

M O O O O O O O O O O O O O

O M O O O O O O O O O O O O

O O M O O O O O O O O O O O

O O O M O O O O O O O O O O

O O O O M O O O O O O O O O

O O O O O M O O O O O O O O

O O O O O O M O O O O O O O
M

O O O O O O O M O O O O O O

O O O O O O O O M O O O O O

O O O O O O O O O M O O O O

O O O O O O O O O O M O O O

O O O O O O O O O O O M O O

O O O O O O O O O O O O M O

O O O 1

,

O O O O O O O O O O M

where

4
1

0.7850 0 0

10 0 0.7850 0 ,

0 0 6.5417

M

0 0 0

0 0 0 .

0 0 0

O

The stiffness matrix is as follows: 



Structural Parameters  375

1 2

2 1 2

2 1 2

2 1 2

2 1 2

2 1 2

2 1 2

2 1 2

2 1 2

2 1 2

2 1 2

T

T

T

T

T

T

T

T

T

T

K K O O O O O O O O O O O O

K K K O O O O O O O O O O O

O K K K O O O O O O O O O O

O O K K K O O O O O O O O O

O O O K K K O O O O O O O O

O O O O K K K O O O O O O O

O O O O O K K K O O O O O O
K

O O O O O O K K K O O O O O

O O O O O O O K K K O O O O

O O O O O O O O K K K O O O

O O O O O O O O O K K K O O

O O 2 1 2

2 1 2

2 1

,

T

T

T

O O O O O O O O K K K O

O O O O O O O O O O O K K K

O O O O O O O O O O O O K K

where

5
1

4.200 0 0

10 0 0.010 0 ,

0 0 0.336

K

5
2

2.100 0 0

10 0 0.005 0.025 ,

0 0.025 0.084

K

and

0 0 0

0 0 0 .

0 0 0

O
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C.3  State-Space Representation of
 the Deep Space Network Antenna 

The state-space representation  of the Deep Space Network antenna in
azimuth axis motion was obtained from the field test data. The following are the 
state matrices after reduction to 18 states. The state matrix A is in the block-diagonal 
form

( , , )A B C

1

2

3

4

5

6

7

8

9

,

A O O O O O O O O

O A O O O O O O O

O O A O O O O O O

O O O A O O O O O

A O O O O A O O O O

O O O O O A O O O

O O O O O O A O O

O O O O O O O A O

O O O O O O O O A

where

1

0 0

0 1.104067
A , 2

0.348280 10.099752

10.099752 0.348280
A ,

3

0.645922 12.561336

12.561336 0.645922
A , 4

0.459336 13.660350

13.660350 0.459336
A ,

5

0.934874 18.937362

18.937362 0.934874
A , 6

0.580288 31.331331

31.331331 0.580288
A ,

7

0.842839 36.140547

36.140547 0.842839
A , 8

0.073544 45.862202

45.862202 0.073544
A ,

9

3.569534 48.508185

48.508185 3.569534
A ,

0 0
.

0 0
O
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The matrix B,

1.004771

0.206772

0.093144

0.048098

0.051888

1.292428

0.024689

0.245969

0.234201

0.056769

0.540327

0.298787

0.329058

0.012976

0.038636

0.031413

0.115836

0.421496

B ,

and the matrix C,

1 2 3 ,C C C C

where

1 1.004771 0.204351 0.029024 0.042791 0.322601 0.545963 ,C

2 0.098547 0.070542 0.113774 0.030378 0.058073 0.294883 ,C

and

3 0.110847 0.109961 0.022496 0.009963 0.059871 0.198378 .C
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