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Editor in Chief’s Introduction to the
“Encyclopedia of Language and Education”

This is one of ten volumes of the Encyclopedia of Language and Education
published by Springer. The Encyclopedia – now in this, its third edition – is
undoubtedly the benchmark reference text in its field. It was first published in
1997 under the general editorship of the late David Corson and comprised eight
volumes, each focused on a single, substantive topic in language and education.
These included: language policy and political issues in education; literacy; oral
discourse and education; second language education; bilingual education; knowl-
edge about language; language testing and assessment; and research methods in
language and education.

In his introductory remarks, David made the case for the timeliness of an
overarching, state-of-the-art review of the language and education field. He argued
that the publication of the Encyclopedia reflected both the internationalism and
interdisciplinarity of those engaged in the academic analysis of language and
education, confirmed the maturity and cohesion of the field, and highlighted the
significance of the questions addressed within its remit. Contributors across the first
edition’s eight volumes came from every continent and from over 40 countries. This
perhaps explains the subsequent impact and reach of that first edition – although no
one (except, perhaps, the publisher!) quite predicted its extent. The Encyclopedia
was awarded a Choice Outstanding Academic Title Award by the American Library
Association and was read widely by scholars and students alike around the globe.

In 2008, the second edition of the Encyclopedia was published under the general
editorship of Nancy Hornberger. It grew to ten volumes as Nancy continued to build
upon the reach and influence of the Encyclopedia. A particular priority in the second
edition was the continued expansion of contributing scholars from contexts outside
of English-speaking and/or developed contexts, as well as the more effective the-
matic integration of their regional concerns across the Encyclopedia as a whole. The
second edition also foregrounded key developments in the language and education
field over the previous decade, introducing two new volumes on language sociali-
zation and language ecology.

This third edition continues both the legacy and significance of the previous
editions of the Encyclopedia. A further decade on, it consolidates, reflects, and
expands (upon) the key issues in the field of language education. As with its
predecessors, it overviews in substantive contributions of approximately 5000
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words each, the historical development, current developments and challenges, and
future directions, of a wide range of topics in language and education. The geo-
graphical focus and location of its authors, all chosen as experts in their respective
topic areas, also continues to expand, as the Encyclopedia aims to provide the most
representative international overview of the field to date.

To this end, some additional changes have been made. The emergence over the
last decade of “superdiversity” as a topic of major concern in sociolinguistics,
applied linguistics, and language education is now a major thread across all
volumes – exploring the implications for language and education of rapidly chang-
ing processes of migration and transmigration in this late capitalist, globalized
world. This interest in superdiversity foregrounds the burgeoning and rapidly
complexifying uses of language(s), along with their concomitant deconstruction
and (re)modification, across the globe, particularly (but not exclusively) in large
urban environments. The allied emergence of multilingualism as an essential area of
study – challenging the long-held normative ascendancy of monolingualism in
relation to language acquisition, use, teaching, and learning – is similarly highlighted
throughout all ten volumes, as are their pedagogical consequences (most notably,
perhaps, in relation to translanguaging). This “multilingual turn” is reflected, in
particular, in changes in title to two existing volumes: Bilingual and Multilingual
Education and Language Awareness, Bilingualism and Multilingualism (previously,
Bilingual Education and Language Awareness, respectively).

As for the composition of the volumes, while ten volumes remain overall, the
Language Ecology volume in the 2nd edition was not included in the current edition,
although many of its chapter contributions have been reincorporated and/or
reworked across other volumes, particularly in light of the more recent developments
in superdiversity and multilingualism, as just outlined. (And, of course, the impor-
tant contribution of the Language Ecology volume, with Angela Creese and the late
Peter Martin as principal editors, remains available as part of the second edition.)
Instead, this current edition has included a new volume on Language, Education and
Technology, with Steven Thorne as principal editor. While widely discussed across
the various volumes in the second edition, the prominence and rapidity of develop-
ments over the last decade in academic discussions that address technology, new
media, virtual environments, and multimodality, along with their wider social and
educational implications, simply demanded a dedicated volume.

And speaking of multimodality, a new, essential feature of the current edition of
the Encyclopedia is its multiplatform format. You can access individual chapters
from any volume electronically, you can read individual volumes electronically
and/or in print, and, of course, for libraries, the ten volumes of the Encyclopedia
still constitute an indispensible overarching electronic and/or print resource.

As you might expect, bringing together ten volumes and over 325 individual
chapter contributions has been a monumental task, which began for me at least in
2013 when, at Nancy Hornberger’s invitation, Springer first approached me about
the Editor-in-Chief role. All that has been accomplished since would simply not have
occurred, however, without support from a range of key sources. First, to Nancy
Hornberger, who, having somehow convinced me to take on the role, graciously

vi Editor in Chief’s Introduction to the “Encyclopedia of Language and Education”



agreed to be Consulting Editor for the third edition of the Encyclopedia, providing
advice, guidance, and review support throughout.

The international and interdisciplinary strengths of the Encyclopedia continue to
be foregrounded in the wider topic and review expertise of its editorial advisory
board, with several members having had direct associations with previous editions of
the Encyclopedia in various capacities. My thanks to Suresh Canagarajah, William
Cope, Viv Edwards, Rainer Enrique Hamel, Eli Hinkel, Francis Hult, Nkonko
Kamwangamalu, Gregory Kamwendo, Claire Kramsch, Constant Leung, Li Wei,
Luis Enrique Lopez, Marilyn Martin-Jones, Bonny Norton, Tope Omoniyi, Alastair
Pennycook, Bernard Spolsky, Lionel Wee, and Jane Zuengler for their academic and
collegial support here.

The role of volume editor is, of course, a central one in shaping, updating,
revising, and, in some cases, resituating specific topic areas. The third edition of
the Encyclopedia is a mix of existing volume editors from the previous edition
(Cenoz, Duff, King, Shohamy, Street, Van Deusen-Scholl), new principal volume
editors (García, Kim, Lin, McCarty, Thorne, Wortham), and new coeditors (Lai, Or).
As principal editor of Language Policy and Political Issues in Education, Teresa
McCarty brings to the volume her longstanding interests in language policy,
language education, and linguistic anthropology, arising from her work in Native
American language education and Indigenous education internationally. For Liter-
acies and Language Education, Brian Street brings a background in social and
cultural anthropology, and critical literacy, drawing on his work in Britain, Iran,
and around the globe. As principal editors of Discourse and Education, Stanton
Wortham has research expertise in discourse analysis, linguistic anthropology,
identity and learning, narrative self-construction, and the new Latino diaspora,
while Deoksoon Kim’s research has focused on language learning and literacy
education, and instructional technology in second language learning and teacher
education. For Second and Foreign Language Education, Nelleke Van Deusen-
Scholl has academic interests in linguistics and sociolinguistics and has worked
primarily in the Netherlands and the United States. As principal editors of Bilingual
and Multilingual Education, Ofelia García and Angel Lin bring to the volume their
internationally recognized expertise in bilingual and multilingual education, includ-
ing their pioneering contributions to translanguaging, along with their own work in
North America and Southeast Asia. Jasone Cenoz and Durk Gorter, principal editors
of Language Awareness, Bilingualism and Multilingualism, bring to their volume
their international expertise in language awareness, bilingual and multilingual edu-
cation, linguistic landscape, and translanguaging, along with their work in the
Basque Country and the Netherlands. Principal editor of Language Testing and
Assessment, Elana Shohamy, is an applied linguist with interests in critical language
policy, language testing and measurement, and linguistic landscape research, with
her own work focused primarily on Israel and the United States. For Language
Socialization, Patricia Duff has interests in applied linguistics and sociolinguistics
and has worked primarily in North America, East Asia, and Central Europe. For
Language, Education and Technology, Steven Thorne’s research interests include
second language acquisition, new media and online gaming environments, and
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theoretical and empirical investigations of language, interactivity, and development,
with his work focused primarily in the United States and Europe. And for Research
Methods in Language and Education, principal editor, Kendall King, has research
interests in sociolinguistics and educational linguistics, particularly with respect to
Indigenous language education, with work in Ecuador, Sweden, and the United
States. Finally, as Editor-in-Chief, I bring my interdisciplinary background in the
sociology of language, sociolinguistics, applied linguistics, and educational linguis-
tics, with particular interests in language policy, Indigenous language education, and
bilingual education, along with my own work in New Zealand, North America, and
the UK/Europe.

In addition to the above, my thanks go to Yi-Ju Lai, coeditor with Kendall King,
and Iair G. Or, coeditor with Elana Shohamy. Also to Lincoln Dam, who as Editorial
Assistant was an essential support to me as Editor-in-Chief and who worked closely
with volume editors and Springer staff throughout the process to ensure both its
timeliness and its smooth functioning (at least, to the degree possible, given the
complexities involved in this multiyear project). And, of course, my thanks too to the
approximately 400 chapter contributors, who have provided the substantive content
across the ten volumes of the Encyclopedia and who hail from every continent in the
world and from over 50 countries.

What this all indicates is that the Encyclopedia is, without doubt, not only a major
academic endeavor, dependent on the academic expertise and goodwill of all its
contributors, but also still demonstrably at the cutting edge of developments in the
field of language and education. It is an essential reference for every university and
college library around the world that serves a faculty or school of education and is an
important allied reference for those working in applied linguistics and sociolinguis-
tics. The Encyclopedia also continues to aim to speak to a prospective readership that
is avowedly multinational and to do so as unambiguously as possible. Its ten
volumes highlight its comprehensiveness, while the individual volumes provide
the discrete, in-depth analysis necessary for exploring specific topic areas. These
state-of-the-art volumes also thus offer highly authoritative course textbooks in the
areas suggested by their titles.

This third edition of the Encyclopedia of Language and Education continues to
showcase the central role of language as both vehicle and mediator of educational
processes, along with the pedagogical implications therein. This is all the more
important, given the rapid demographic and technological changes we face in this
increasingly globalized world and, inevitably, by extension, in education. But the
cutting-edge contributions within this Encyclopedia also, crucially, always situate
these developments within their historical context, providing a necessary diachronic
analytical framework with which to examine critically the language and education
field. Maintaining this sense of historicity and critical reflexivity, while embracing the
latest developments in our field, is indeed precisely what sets this Encyclopedia apart.

The University of Auckland Stephen May
Auckland, New Zealand
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Volume Editors’ Introduction to “Language
Testing and Assessment”

This volume addresses the broad theme and specific topics associated with current
thinking in the field of language testing and assessment. Interdisciplinary in their
nature, language testing and assessment build on theories and definitions provided
by linguistics, applied linguistics, language acquisition, and language teaching, as
well as on the disciplines of testing, measurement, and evaluation. Language testing
uses these disciplines as foundations for researching, theorizing, and constructing
valid language tools for assessing and judging the quality of language. Language
testing and assessment are always historically situated and conditioned, embedded in
knowledge, beliefs, and ideologies about their goals and best practices. They also
play an important role in education, policy, and society, and their educational and
societal consequences cannot be ignored. The present volume therefore responds to
the high demand for clear, reliable, and up-to-date information about language
testing and assessment theories and practices, while keeping in sight the rich social
contexts in which they function.

The main focus of this volume, which sets it apart from similar volumes and
handbooks, is innovation. We wanted the volume to present state-of-the-art tech-
niques, principles, insights, and methodologies for a new generation of practitioners,
researchers, and experts in language testing and assessment. For this purpose, we
selected a range of topics which, while providing a broad overview of the field,
focuses on advances and breakthroughs of the past decade or so. As a consequence,
many of the topics in this volume – such as multilingual assessment, the assessment
of meaning, English as a lingua franca (ELF), the Common European Framework of
Reference (CEFR), the Common Core policy in the USA, or critical testing – are
covered for the first time in a volume of this sort by experts dedicated to them. Of the
volume’s 29 chapters, 15 are completely new, many of them covering aspects of
language assessment that were not included in the second edition of this encyclope-
dia, published in 2008. In addition to that, we uniformly asked all the authors – both
those contributing to the volume for the first time and those updating their contri-
butions from the previous edition – to report about innovations, new research, or
novel techniques in their area of expertise. Consequently, this third edition volume
can be seen as groundbreaking, strongly emphasizing recent developments, as well
as providing an outlook of the future of this dynamic field.
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The field of language testing is traditionally viewed as consisting of two major
components: one focusing on the “what,” referring to the constructs that need to be
assessed (also known as “the trait”), and the other component pertaining to the
“how” (also known as “the method”), which addresses the specific procedures and
strategies used for assessing the “what.” Traditionally, “the trait” has been defined by
the language testing field; these definitions have provided the essential elements for
creating language tests. The “how,” on the other hand, is derived mostly from the
field of testing and assessment which has, over the years, developed a broad body of
theories, research, techniques, and practices. Today, a crucial third component is
added to the field, focusing on language assessment practices and the social conse-
quences and implications of language testing and assessment. Language testers
incorporate these three areas to create the discipline of language testing and assess-
ment, a field which includes theories, research, and applications; it has its own
research publications, conferences, and two major journals, Language Testing and
Language Assessment Quarterly, where many of these studies appear.

An examination of the developments in the language testing and assessment field
since the 1960s reveals that its theories and practices have always been closely
related to definitions of language proficiency. Matching the “how” of testing with the
“what” of language uncovers several periods in the development of the field, with
each one instantiating different notions of language knowledge along with specific
measurement procedures that go with them. Thus, discrete-point testing viewed
language as consisting of lexical and structural items so that the language test of
that era presented isolated items in objective testing procedures. In the integrative
era, language tests tapped integrated and discoursal language; in the communicative
era, tests aimed to replicate interactions among language users utilizing authentic
oral and written texts; and in the performance testing era, language users were
expected to perform tasks taken from “real life” contexts. Alternative assessment
was a way of responding to the realization that language knowledge is a complex
phenomenon, which no single procedure can be expected to capture. Assessing
language knowledge therefore requires multiple and varied procedures that comple-
ment one another. While we have come to accept the centrality of the “what” to the
“how” trajectory for the development of tests and assessment instruments, extensive
work in the past two decades has pointed to a less overt but highly influential
dynamic in another direction. This dynamic has to do with the pivotal roles that
tests play in societies in shaping the definitions of language, in affecting learning and
teaching, and in maintaining and creating social classes. This means that contempo-
rary assessment research perceives as part of its obligations the need to examine the
close relationship between methods and traits in broader contexts and to focus on
how language tests interact with societal factors, given their enormous power. In
other words, as language testers seek to develop and design methods and procedures
for assessment (the “how”) they become mindful not only of the emerging insights
regarding the trait (the “what”), and its multiple facets and dimensions, but also of
the societal role that language tests play, the power that they hold, and their central
functions in education, politics, and society.
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In terms of the interaction of society and language, it is evident that changes are
currently occurring in the broader contexts and spaces in which language assessment
takes place. It is increasingly realized nowadays that language assessment does not
occur in homogeneous, uniform, and isolated contexts but, rather, in diverse, mul-
tilingual, and multicultural societies. This in turn poses new challenges and ques-
tions with regards to what it means to know language(s) in education and society. For
example, different meanings of language knowledge may be associated with learn-
ing foreign languages, second languages, language by immersion, heritage lan-
guages, languages of immigrants arriving to new places with no knowledge of the
new languages, multilingualism and translanguaging practices by those defined as
“transnationals,” and English as a lingua franca, for which language knowledge is
different from the knowledge of other languages. As a consequence, the current
focus on multilingualism, translanguaging, lingua franca, immigrants/refugees/asy-
lum seekers, etc. has been incorporated in many of the chapters of this volume.

Similarly, the language of classrooms and schools may be different from that of
the workplaces or communities where bi- or multilingual patterns are the norm. Each
of these contexts may require different and varied theories of language knowledge
and hence different definitions, applications, and methods of measuring these pro-
ficiencies. In other words, the languages currently used in different societies and in
different contexts no longer represent uniform constructs, as these vary from one
place to another, from one context to another, creating different language patterns,
expectations, and goals, and often resulting in linguistic hybrids and fusions. Such
dynamic linguistic phenomena pose challenges for language testers. What is the
language (or languages) that needs to be assessed? Where can it be observed in the
best ways? Is it different at home, in schools, in classrooms, and in the workplace?
Should hybrids and fusions be assessed and how? Should multilingual proficiencies
be assessed and how? Can levels of languages even be defined? How should
language proficiency be reported and to whom? What is “good language”? Does
such a term even apply? Who should decide how tests should be used? Do testers
have an obligation to express their views about language and testing policy? What is
the responsibility of testers to language learning and language use in classrooms and
communities? How can ethical and professional attitudes in the field be maintained?
These are some of the questions with which language testers are currently preoccu-
pied. Language testers are not technicians that just invent better and more sophisti-
cated testing tools. Rather, they are constantly in search for and concerned with the
“what” and its complex meanings. Going beyond general testing, the unique aspect
of language testing is that it is an integral part of a defined discipline, that of
“Language.” In this respect, language testers and the field of language testing and
assessment are different from the field of general testing in that language testers are
confined to a specific discipline and are therefore in constant need of asking such
language-related questions as listed above in order to develop valid language
assessment tools. Yet, even this list of questions is changing and context-dependent,
since language today cannot be detached from multiple social, cultural, linguistic,
and political dynamics.

Volume Editors’ Introduction to “Language Testing and Assessment” xi



The concern of language testers in the past two decades about the use of tests and
their political, social, educational, and ethical dimensions has made the field even
more complex and uncertain and in need of new discussions and debates. Elana
Shohamy, the editor of this volume in the 2008 edition, stated that the era we are in
could be described as the era of uncertainty, where questions are being raised about
the meaning of language, along with the possibilities for measuring this complex and
dynamic variable. While this statement still holds true, we may be experiencing
times where some (complex, initial) answers and solutions for some of these
questions are beginning to emerge. We are in an era where there is an ever more
compelling need to ensure that these tests are reliable and valid, where validity
includes the protection of the personal rights of others, as well as positive washback
on learning by addressing the diverse communities in which the tests are used. Thus,
the current era is not only concerned with a broader and more complex view of what
it means to know a language, or with innovative methods of testing and assessment
of complex constructs, but also with how these tests can be more inclusive, demo-
cratic, just, open, fair and equal, and less biased. Even within the use of traditional
large-scale testing, the field is asking questions about test use: Why test? Who
benefits, who loses? What is the impact on and consequences for definitions of
language in relation to people, education, language policy, and society? Tests are no
longer viewed as innocent tools, but rather as instruments that play central roles for
people, education, and societies. Language testers, therefore, are asked to deal with
and find solutions to broader issues: to examine the uses of tests in the complex
multilingual and multicultural societies where they are used, not only as naïve
measurement tools but also as powerful educational, societal, and political devices.
This is the conceptual premise of this third edition volume of the Encyclopedia of
Language and Education on Language and Assessment. It aims to cover (and
uncover) the multiple versions and perspectives of the “what” of languages along
with the multiple approaches developed for assessment of the “what,” especially
given the multiplicity of languages used by many diverse groups of learners in many
different contexts. It aims to focus on the societal roles of language testers and their
responsibility to be socially accountable and to ensure ethicality and professional-
ism. It also strives to show some of the emerging solutions and new directions that
try to address these issues. A special focus is given in this volume to the multilingual
and diverse contexts in which language testing and assessment are currently
anchored and the difficult task of language testing and assessment in this complex
day and age.

Accordingly, the first part of the volume addresses the “what” of language testing
and assessment, looking into the constructs and domains of language assessment.
Rather than dividing language into neat and clear-cut skills of reading, writing,
speaking, and listening, it examines the “what” of language in the diverse contexts in
which it is used. Instead of proposing one uniform way of defining the language
construct, the chapters in Part 1 present language from multiple perspectives, which
represent a variety of language activities. It begins with Lorena Llosa’s chapter on
the assessment of students’ content knowledge and language proficiency, showing
the complex, dynamic relations between content knowledge and language, critiquing
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the traditional separation between the two and discussing recent attempts to integrate
them in assessment. In the next chapter, Angela Scarino explores the position and
role of culture in language assessment in times of increased globalization, multi-
linguality, and multiculturality. She argues that the construct of culture is and should
be reconsidered to reflect complex realities, challenging established language assess-
ment paradigms and raising ethical issues. James Purpura, in a novel contribution for
such a volume, explores the construct of meaning and remaps the history of language
testing through the lens of meaning-making. He shows that the focus since the 1980s
on functional proficiency has been at the cost of meaning-making and propositional
content and suggests various paths for assessing meaning. Rachel Brooks examines
the changing language assessment practices and norms in the US government, as a
large-scale example of language assessment at the workplace. Consisting of a wide
range of departments, organizations, and aims, government activity greatly relies on
high-stakes language testing, and some of its agencies are also involved in language
testing development and research. Megan Smith and Charles Stansfield’s chapter
focuses on the language aptitude construct and the role of language aptitude tests in
second language learning. The authors track the developments in the theory and
practice of language aptitude measurement, as well as recent attempts to validate or
find alternatives to the ways in which language aptitude is measured.

The concluding two chapters of the first part focus on recent challenges and
innovations that represent two growing fields of language assessment. In their
chapter on the assessment of multilingual competence, Alexis Augusto López,
Sultan Turkan, and Danielle Guzman-Orth discuss the growing recognition, even
by large testing authorities, that multilingual assessment tools are necessary for
validly measuring the language knowledge of multilinguals in contexts of immigra-
tion or complex, globalized language realities. Although the field of multilingual
assessment is still nascent, the authors present some of the early attempts that have
already been made and discuss their importance and characteristics. Similarly, the
chapter by Jennifer Jenkins on the assessment of English as a lingua franca (ELF)
presents a field that seeks to answer the needs of globalized, transnational, “super-
diverse” societies, in which English plays a major role as the shared language of
non-native English speakers. Although no implementations of ELF tests and assess-
ments have been developed so far, Jenkins outlines the goals, constructs, and
limitations of such prospective tests, thereby proposing a novel outlook on how
language testing can become more closely linked to the ways in which English is
actually used as a second or foreign language. Together, these seven chapters provide
multiple perspectives of the language constructs and assessment practices associated
with them. As these chapters show, definitions of language cannot be detached from
the diverse contexts in which they are used.

The second part of the volume addresses the methodological issues that language
testers face when assessing the complex construct of language: that is, the “how.”
The chapters explore a wide variety of approaches and procedures for assessing
language, each with its theoretical underpinnings and motivations and the issues it
addresses. In the first chapter, Gillian Wigglesworth and Kellie Frost survey task and
performance-based assessment, among the most popular alternative assessment tools
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today, designed to measure learners’ productive and receptive language skills
through performances related to real world contexts. They discuss the value of
certain performance tests, the extent to which they indeed represent “real life,” and
the recent trend of moving away from individual components of language profi-
ciency to integrated tasks incorporating more than one skill. Staying within the
context of alternative assessment, Janna Fox provides an overview of the various
techniques, focusing on portfolio assessment, which has become the most pervasive
approach. She discusses the usefulness of portfolios for both formative and summa-
tive assessment, as well as their claim for authenticity. Finally, she reviews the
impact of newer technologies in the development of e-portfolios and other forms
of digital learner records.

The implications of technology for language assessment are the topic of the next
chapter, written by Carol Chapelle and Erik Voss, who begin their chapter with a
historical overview of computer-assisted language testing, showing how technolog-
ical advancements led to the development of computer-adaptive testing and natural
language processing techniques. The authors discuss the potential influence of
technology on test performance as part of the current and future challenges in the
field. The chapter by Eunice Jang traces the cognitive processes involved in lan-
guage assessment, looking into learner cognition and the way assessment tools
should be devised to address various processes and their dynamic interplay with
learners’ multiple traits. Jang concludes the chapter by pointing to some future
possibilities of harnessing technology to make assessment processes less intrusive.
Glenn Fulcher provides a comprehensive description of the methods used for
examining the quality of language via rating scales, standards, benchmarks, band
levels, frameworks, and guidelines. He shows the advantages and disadvantages of
these tools in terms of validity of progression, equivalence across languages, hier-
archies, and misconceptions serving as criteria for language assessment. He stresses
the fact that psychometrics has gone through major changes and has been replaced
with a more pluralistic philosophical environment, in which consensus about lan-
guage quality criteria no longer exists.

The chapter by Xiaoming Xi and Yasuyo Sawaki explores quantitative and
qualitative methods of test validation, examining the evolution of validity theory
and validation frameworks in general and argument-based validation in particular,
and the issues associated with it. The authors also discuss the emergence of alterna-
tive validation approaches, constantly challenged by new concepts and constructs
such as English as a lingua franca, new technologies, and new language learning
frameworks. In continuation with the discussion of validation, Anne Lazaraton
describes in her chapter the tensions between various approaches for validation
and describes the increasingly popular qualitative approaches and techniques used
for designing and evaluating performance tests. She surveys some of the key studies
in this field, showing the merits of a mixed-methods approach, and discusses the
main challenges faced by qualitative validation today. Concluding this section, Meg
Malone’s contribution focuses on training designed to increase language assessment
literacy among teachers, principals, policy makers, and other agents. She reviews the
major approaches in training, affected by changes in the educational, societal, and
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philosophical contexts of testing. By analyzing textbooks for language assessment,
she tracks the main developments in training and outlines some of the main issues,
such as the scarcity of resources and lack of agreement between language testers and
teachers regarding the main building blocks of language assessment literacy.

While the chapters of the second part highlight the practices and innovations in
language assessment methods, from design to validation and training, the third part
of this volume looks into language assessment as it is embedded in educational
systems and contexts, where language assessment and especially tests are so widely
used. It is in the educational system that tests and various assessment methods serve
as major tools for: assessing language for learning and teaching, making decisions
about programs, teachers and learners, and finally creating changes that lead to
school reforms and bring intended and unintended washback in classrooms and
schools. Matthew Poehner, Kristin Davin, and James Lantolf open this part with a
chapter on dynamic assessment (DA), which is one of the most promising
approaches to assessment in education. DA undertakes language assessment by
applying Vygotsky’s sociocultural theories, closely linking assessment and learning.
The authors discuss the growing body of research in the field and emphasize the
effectiveness of this approach with multiple populations, including immigrants,
young learners, gifted learners, and learners with special needs. They conclude by
discussing current studies on computerized administration of DA. Ofra Inbar-Lourie
unravels the new concept of language assessment literacy (LAL) as an umbrella term
for the knowledge, skills, and background that various participants in language
assessment are expected to master. She explores the history of this concept and the
challenges of arriving at an agreed upon set of skills or principles shared by the entire
educational community. Looking into the future of this domain, she concludes that
one of the most promising areas involves the creation of situated, differential LAL
rather than a unified one.

The next five chapters are devoted to specific contexts of language assessment in
education. Catherine Elder analyzes language assessment in the context of higher
education, which is becoming a major site of Englishization and internationalization
as well as language assessment expertise. Used for a wide variety of purposes,
language assessment in higher education is often driven by powerful testing agen-
cies, which in some cases limit the ability to develop local assessment policies for
diverse student populations and for the introduction of new technologies. Beverly
Baker and Gillian Wigglesworth delve into the Indigenous contexts of Australia and
Canada – a research focus which is gaining recognition among researchers and
policy makers. Against the backdrop of the historical mistreatment of Indigenous
populations, both countries pay increased attention to language assessment as part of
language revitalization and bilingual education efforts. The authors present some
recent evidence showing that there is a growing acknowledgment of the importance
of community participation in language assessment policies. Jamal Abedi looks into
another intricate context of language assessment – that of using accommodations for
learners with various disabilities or impairments, as well as for language learners in
immigration contexts. Reviewing the extensive research conducted in the past two
decades in the topic, he examines the effectivity and validity of accommodations for
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language learners, mostly in the context of English language learners in the USA.
He concludes with a set of principles regarding the need to limit the use of
accommodations to the elimination of construct-irrelevant influences. Focusing on
yet another language assessment context of expanding interest, Alison Bailey’s
chapter discusses young language learners (aged 3–11), who require a unique set
of methods and techniques for assessing their language. Pointing to the different
strategies of these kinds of tests compared with those used for adults, she explores
the potential and limitations of the field, which is gaining major attention nowadays
as it becomes ever more widely implemented. Constant Leung and Jo Lewkowicz
complete this tour of language assessment contexts by surveying second or addi-
tional language assessment of linguistic minority students and in contexts where bi-
or multilingualism is strongly encouraged, as in the European Union. They elucidate
some of the constructs and recent developments, pointing at future directions which
recognize the multiple linguistic repertoires and proficiencies of diverse populations
and avoid the imposition of one language assessment standard on all.

Concluding the third part of the volume, Dina Tsagari and Liying Cheng delve
into the study of the unavoidable washback, impact, and consequences assessment
has on learning, teaching, and curriculum development. Tracking the long history of
research into the impact and consequences of testing and distinguishing between two
major strands of studies, they focus on recent studies, claiming that the complexity of
these educational phenomena and the controversies surrounding them pose a serious
challenge for any future study of these domains as well as for their interaction with
notions of validity, fairness, and ethics in language assessment. Taken together, the
chapters in Part 3 cover a wide range of topics related to broad issues of language
assessment in education, especially amidst the changing realities of school demo-
graphics with regards to diverse populations and the role assessment can play in
bringing about educational reform.

The fourth and final part of this volume puts language testing and assessment in a
broader context, addressing the societal, political, professional, and ethical dimen-
sions of assessments and tests. This topic has been a major concern in the language
assessment field since the 1990s, and its importance is gaining broader recognition.
Each of the six chapters in this section explores a different aspect of these dimen-
sions. The section begins with a historical survey by Bernard Spolsky, in which the
past, present, and future of the field are discussed, providing guidance and direction
for the future. Spolsky surveys the advances in the field as well as the ample
questions, contradictions, and uncertainties that need to be addressed in the future.
He ends the chapter by stating that he remains skeptical about language testing,
given the role of industrial test-makers in computerizing tests and in reducing
multidimensional language profiles into uniform scales, and also given that educa-
tional systems continue to interpret test scores as if they are meaningful. At the same
time, he expects the quality research that has been conducted in the field of language
testing to continue, especially that which has been conducted in relation to the
“nature” of language proficiency and the diverse approaches to assessing it in
various social contexts. The chapter by Kate Menken illustrates how high-stakes
language tests represent de facto language policies that affect schools and societies
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and deliver direct messages about the significance and insignificance of certain
languages and language instruction policies. Menken reviews the history of stan-
dardized testing and the detrimental impact of monolingual testing on education. She
underlines the consequences of monolingual testing and proposes the adoption of
multilingual assessment and translanguaging theory as a way to counter those
problems, addressing immigrant and ELL populations.

The following chapter, on ethics, professionalism, rights, and codes, by the late
Alan Davies, is included posthumously; we had the great honor of having him revise
and update his contribution not long before his passing. Davies, who has written
extensively on the ethical dimensions of tests and the professional aspects related to
ethicality, addresses these issues by covering the developments in the language
testing field, showing how the code of ethics and code of practice, developed by
the language testing profession via the International Language Testing Association
(ILTA), can lead to the more ethical use of tests, and questioning the effectiveness of
this and similar courses of action. Davies warns against the use of ethical codes as
face-saving devices, which, he argues, overlooks the real commitment to ethics that
is instrumental for the profession itself, for its stakeholders, and for the rights of test-
takers. He also proposes a model for the ethicality of tests for asylum seekers and the
inappropriate use of tests by state authorities. This chapter is followed by two
chapters that may illustrate some of the ethical complexities of language assessment,
focusing on two major educational and societal contexts. First, Monica Barni and
Luisa Salvati reflect on the uses and misuses of the Common European Framework
(CEFR) for languages, originally designed to promote multilingualism and cultural
diversity but eventually used by policy makers as a tool for the selection of migrant
populations. Using the Italian situation as an example, the authors discuss the lack of
reflection and consideration of the way the CEFR is used and the extent of its
dangerous attraction for politicians and lawmakers, who tend to adopt it without
considering the theory, know-how, and limitations of this tool from a professional
point of view. Second, the chapter by Luis E. Poza and Guadalupe Valdés explores
the recent history of English language assessment in the USA from the No Child Left
Behind Act to the Common Core. The authors outline the tremendous impact of
these two policies, which force schools and states to be constantly evaluated and
particularly to develop or adopt new standards for English as a second language. The
result has been the imposition of a standardizing testing-driven regime on English
language learners (ELLs) who greatly vary in their levels of bilingualism and
English-language proficiency. Poza and Valdés conclude by pointing at future
directions that may mitigate some of the problems and improve the overall level of
ESL, which is such a crucial component of education in the USA.

The concluding chapter of this volume, by Elana Shohamy, takes a critical look at
testing by examining the critical issues arising from language testing in a variety of
contexts. She discusses the critical language testing (CLT) research agenda proposed
by her and other authors in the past two decades, focusing on the power of tests and
the ways it can and should be addressed. By going back to many of the contributions
in this volume, Shohamy points at various directions in which current research in the
language assessment domain can tackle the issues created by the often detrimental
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effects of language testing, suggesting constructive and positive forms of language
assessment, enhancing equality and justice in this domain, and encompassing new
definitions of language that are more pertinent to our times.

The editors would like to thank each and every author of these chapters, which
together make up a most valuable contribution to current thinking in the field of
language testing and applied linguistics. The authors selected to write these chapters
are among the most distinguished scholars and leaders in the field of language testing
and assessment internationally. The chapters herein reveal that the language testing
field is dynamic, thriving, and vital. It is clear from these chapters that the field of
language testing raises deep, important questions and does not overlook problems,
difficulties, contradictions, malpractices, and new societal realities and needs. While
viewed by some as a technical field, this volume convincingly demonstrates that
language testing and assessment is, above all, a scholarly and intellectual field that
touches the essence of languages in their deepest meanings. The need to get engaged
in testing and assessment forces testers to face these issues head-on and attempt to
deliberate on creative and thoughtful solutions which benefit society and are pro-
fessional and ethically responsible.

Tel Aviv Elana Shohamy
Iair G. Or
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Part I

Assessing Language Domains



Assessing Students’ Content Knowledge
and Language Proficiency

Lorena Llosa

Abstract
The relationship between language proficiency and content knowledge in assess-
ment is a complicated one. From the perspective of content assessment, language
has typically been considered a source of construct-irrelevant variance. From the
perspective of language assessment, content has also been considered a potential
source of construct-irrelevant variance. However, regardless of the purpose for
assessment, both content knowledge and language proficiency are engaged to
some extent. This chapter explores how the relationship between these two
constructs has been conceptualized in the field of language assessment.
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Introduction

The relationship between language proficiency and content knowledge in assess-
ment has always been a complicated one. From the perspective of content assess-
ment, language has typically been considered a source of construct-irrelevant
variance – variance in scores that is not related to the construct being assessed.
From the perspective of language assessment, content (also referred to as topical
knowledge or background knowledge) has also been considered a potential source of
construct-irrelevant variance. Thus for the purpose of assessment, language profi-
ciency and content knowledge have traditionally been viewed as separate and
distinct constructs. The language ability models that have informed the constructs
of most language assessments (e.g., Bachman and Palmer 1996) included topical
knowledge as a category of language use, but one that was separate from language
knowledge and strategic competence.

Regardless of the purpose of an assessment – either to assess a test taker’s
language proficiency or their content knowledge in a particular area – these two
constructs cannot be so easily disentangled. Any assessment of content will involve
language, and any assessment of language that will be useful for making inferences
about a test taker’s ability to use language in a context outside the test itself will
involve some content or topical knowledge. Therefore the nature of the content-
language link and the role it plays in construct definitions when assessing learners of
a second or additional language has become an important concern in the field of
assessment.

The need to better understand the relationship between language proficiency and
content knowledge emerged initially in the context of bilingual education and the
content-based instruction movement in the 1990s (Byrnes 2008). Since then, the
need has only increased. As a result of immigration and globalization, a sizable
proportion of students in schools and universities are learning content in a second or
additional language. In the USA, for example, almost 10% of school-aged children
are classified as English language learners (ELLs) (NCES 2015). Also, the work-
force continues to become more global, and many workers carry out their profession
in a second or additional language. In many parts of the world, English’s role as a
lingua franca has meant that students often learn content in English in addition to
their first language. The popularity of the content and language integrated learning
(CLIL) movement in Europe, which involves the teaching and learning of content
through a foreign language or lingua franca (typically English), is another example
of a context in which language and content interact (Dalton-Puffer 2011). Finally,
over the past couple of decades, there has been an increase in the number of English-
medium universities (EMUs) and programs in places where English is a second or
foreign language. English-medium education is most prevalent in Europe but is
quickly expanding throughout the world (Wilkinson et al. 2006). Although impor-
tant work on the relationship between language and content has been conducted in
relation to CLIL and EMUs, the primary concerns in terms of assessment have been
the language assessment policies and practices affecting the students and the faculty
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in these programs. The focus has not yet shifted to the integration of language and
content in assessment (see Hofmannová et al. (2008) for emerging work on assess-
ment that integrates language and content in a CLIL course). Wilkinson et al. (2006)
assert that “the fact that education takes place through a language that is not the
students’ mother tongue (and, in many cases, not that of the educators either) seems
to have little influence on the assessment processes” (p. 30). They explain that “the
typical approach would be to apply assessment processes that are virtually the same
as would be applied in the mother tongue context” (pp. 29–30). Given that the focus
of this chapter is on the relationship between language and content in construct
definitions in assessment, the remainder of the chapter will focus on areas of research
where this relationship has been explicitly explored.

Early Developments

Content-based instruction changed the landscape of language teaching by shifting
the focus from communication in general to content as a context for language
learning (Brinton et al. 1989). It is in the context of content-based instruction and
bilingual education programs that concerns about the relationship between content
and language began to be explicitly articulated (Byrnes 2008). As Short (1993)
explains, in this context English learners needed to be involved in “regular curricula
before they have fully mastered the English language” since “there simply is no time
to delay academic instruction until these students have developed high levels of
English language proficiency if they are to stay in school, succeed in their classes,
and graduate with a high school diploma” (p. 628) – a claim still valid and relevant
today for students around the world who are in school systems where they learn
content in a second or additional language. Short strongly promotes the use of
alternative assessments over standardized tests for assessing students in integrated
language and content courses and programs, including the use of skill checklists and
reading/writing inventories, anecdotal records and teacher observations, student self-
evaluations, portfolios, performance-based tasks, essay writing, oral reports, and
interviews. Even though she acknowledges “some overlap will occur between the
language and content,” she argues that when it comes to assessment, “it is more
advisable to focus on a single objective, be it content or language specific”
(pp. 634–35).

Major Contributions

Major contributions to our understanding of the relationship between language
proficiency and content knowledge in assessment emerged from the following
areas of research: (1) language for specific purposes (LSP) testing and (2) content
and language assessment of ELLs in schools.
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Language for Specific Purpose Testing

The complicated relationship between content and language has long been acknowl-
edged in the field of languages for specific purposes (LSP). Davies (2001), for
example, argued that “LSP testing cannot be about testing for subject specific
knowledge. It must be about testing the ability to manipulate language functions
appropriately in a wide variety of ways” (p. 143). Douglas (2005), however, stated
that the defining characteristic of LSP assessment is “a willingness, indeed a
necessity, to include nonlinguistic elements in defining the construct to be measured”
(p. 866). In fact, he argued that LSP testing “is defined by the nature of the construct
to be measured, which includes both specific purpose language and background
knowledge” (p. 866). One way in which background or content knowledge has been
taken into account in LSP assessment is by incorporating “indigenous assessment
criteria” (Jacoby and McNamara 1999), that is, assessment criteria derived from the
target language use domain.

A recent example of a study that identifies the indigenous criteria that underlie
professional judgments of communication in the context of the health professions is
that of Elder et al. (2012). The rationale for their investigation, as for much of the
work on LSP assessment, is that “if LSP tests are to act as proxies for the demands of
communication faced by candidates entering the workforce, then the judgments of
such professionals should not be ignored” (p. 409). In their study, they asked several
health professionals to provide feedback on video recordings of trainee-patient
interactions from the Occupational English Test, a specific-purpose English lan-
guage test used in Australia for overseas-trained health professionals. Performances
on this test are assessed using primarily linguistic criteria, including intelligibility,
fluency, appropriateness of language, resources of grammar and expression, and
overall communicative effectiveness.

They found that the health professionals in their study rarely mentioned language
skills in their feedback about the performances they observed. The authors hypoth-
esize that the health professionals’ lack of attention to language skills may be
“because they give priority to clinical matters, because they feel that commenting
on such features is beyond their competence, because they are blind to them
(i.e., they lack the skills to make a linguistic diagnosis) or, more radically, because
such features are irrelevant to what counts in clinical communication in their view”
(p. 416). Elder et al. (2012) speculate that it may be that the candidates evaluated
were already above a certain threshold of language proficiency that allowed the
health professionals to focus on the clinical aspects of the performance. Uncovering
the precise reasons for why the health professionals did not attend to language skills
would be an important next step to better understand the role of content and language
in this particular context.

Focusing on another LSP context, aviation English, Emery (2014) reflects on
developments in the field in the last 30 years. He argues that the major change has
been “the acceptance that it is neither possible nor desirable to separate language
knowledge from subject matter knowledge” (p. 213). Nonetheless, he notes that “the
extent and nature of the relationship between subject matter knowledge and
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performance on language tests and the threat this represents to the validity of test
scores” continues to be a key issue in LSP testing. He explains, however, that in the
case of aviation English where those assessed are trained and licensed professional
pilots and air traffic controllers with high level of expertise in their field, “the
question of whether it is possible or even desirable to separate subject matter
knowledge from language knowledge is perhaps less relevant.” (Emery 2014,
p. 210).

In fact, LSP testing in general often focuses on adults with high levels of expertise
in a particular field. For this population, the challenge might simply be identifying
the minimum threshold level of proficiency needed for communication. It may be
that beyond that level of proficiency, language no longer plays an important role. The
challenge for the field of LSP then would be identifying what that threshold
is. Content and language assessment in schools, however, present different chal-
lenges in that students are developing both their language proficiency and their
content knowledge at the same time.

Content and Language Assessment of ELLs in Schools

A greater focus on testing and accountability in many countries around the world has
resulted in more assessments of students, including those learning in a second or
additional language. In the USA, for example, No Child Left Behind (2001) required
that all students including ELLs had to be assessed in the content areas of English
language arts, mathematics, and science. The legislation also required that ELLs’
language proficiency had to be assessed annually. The need to assess all students in
the content areas and the fact that a large proportion of students in schools are ELLs
prompted discussions about the challenge of assessing ELLs’ content knowledge in
English. Similarly, the need to annually assess ELLs’ language proficiency prompted
discussions about the most appropriate and useful ways to do so. At the heart of these
discussions was the content-language link.

Content-language link in content assessments. The main challenge in assessing
ELLs in the content areas in English had been the score interpretation. Does the score
on a content assessment represent the student’s content knowledge or does it
represent their ability to read, understand, and respond to questions in English?
Abedi (2004) argues that language is a source of construct-irrelevant variance when
assessing ELLs in the content areas and that scores from these assessments are not
meaningful indicators of students’ content knowledge. This perspective is supported
by correlational studies that have found a relationship between the presence of
complex linguistic features in test items and greater relative difficulty of the items
for ELLs (e.g., Wolf and Leon 2009). Accommodations, modifications made to the
assessment or the assessment administration, were introduced as a way to provide
ELLs an opportunity to demonstrate their mastery of the content (Abedi et al. 2004).
The assumption underlying accommodations is that language and content are sep-
arate constructs and that students will be able to demonstrate their content knowl-
edge if their language ability does not get in the way.
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However, research on the effectiveness of accommodations meant to reduce the
linguistic load of test items has yielded mixed results, raising questions about this
assumption (Kieffer et al. 2009, 2012). Outcomes of this research have led to a
consensus on the need to better understand the language-content link. At minimum,
it is important to distinguish “between language abilities central to the academic
skills being measured and language demands of the test that are not relevant to the
skills and abilities being measured” (Kieffer et al. 2012, p. 3). Avenia-Tapper and
Llosa (2015) propose an approach for making distinctions between construct-
relevant and construct-irrelevant language in content assessments. Drawing from
systemic functional linguistics, they argue that certain complex linguistic features
are a component of content area mastery, and thus, complex linguistic features
cannot be considered construct-irrelevant on the basis of their complexity alone.
Instead, the strong presence or absence of the linguistic features in the domain to
which the test should generalize (e.g., grade-level science talk and text) is a better
criterion for judging the relevance of a given linguistic feature. This approach would
prevent assessment developers from eliminating complex structures that may be
critical to the content area, thus guarding against the possibility of creating accom-
modated tests that suffer from construct underrepresentation, which could in turn
cause negative washback for ELLs.

Content-language link in English language proficiency (ELP) assessments.
Research on English language proficiency tests developed prior to NCLB uncovered
that the language assessed by these tests did not align with the types of academic
language that students needed to succeed in school (e.g., Stevens et al. 2000). Work
was carried out to define and operationalize the construct of academic language
proficiency by investigating empirically the kinds of English required of K–12 ELLs
(Bailey and Butler 2003). Various categorizations of academic language emerged,
describing it in terms of its lexical, grammatical, and textual characteristics (Bailey
2007).

An important shift in thinking about academic English proficiency was reflected
in the ELP standards that emerged in 2004, which differed markedly in their
conceptualization of English proficiency from most existing ELP standards. The
existing ELP standards focused on language as communication and tended to be
closely aligned to English language arts standards. The ELP standards, developed by
the WIDA consortium (2004, 2007) and then augmented and adopted by TESOL
(2006), were designed to link ELP to social and instructional language and to four
content areas – language arts, mathematics, science, and social studies. Research on
the ACCESS for ELLs, the ELP assessment designed to measure students’ mastery
of the WIDA standards, revealed that even though the assessment taps primarily into
a language construct, content is assessed to some extent as well, especially at the
higher levels of English proficiency. Romhild et al. (2011) identified “domain-
general” and “domain-specific” linguistic knowledge factors underlying the struc-
ture of various forms (by grade and level of language proficiency) of this ELP
assessment. Domain-general linguistic knowledge referred to academic language
common to various content areas, whereas domain-specific knowledge referred to
academic language specific to a particular content area. They found that the domain-
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general factor was stronger in most forms of the test, but in forms assessing higher
levels of English proficiency, the domain-specific factor was stronger than the
domain-general factor. In other words, in assessments focused on students’ mastery
of ELP standards that link language proficiency to the content areas, it became
difficult to disentangle language proficiency from content knowledge at higher levels
of language proficiency.

Work in Progress

Work in progress in the area of K–12 assessment in the USA has the potential to
inform and transform the way the relationship between language proficiency and
content knowledge is envisioned and how these constructs will be assessed in the
future. A new wave of standards has emerged through the Common Core State
Standards (CCSS) for English language arts and literacy in history, social studies,
science, and technical subjects, the CCSS in mathematics (Common Core State
Standards Initiative 2010a, b), and the Next Generation Science Standards (NGSS
Lead States 2013). A major feature of these new standards is an emphasis on literacy
and practices that are language and discourse rich. For example, “engage in argu-
ment from evidence” is one of the NGSS practices, “comprehend as well as critique,
value evidence” are included in the CCSS for English language arts, and “construct
viable arguments and critique the reasoning of others” is in the CCSS in mathematics
(Stage et al. 2013).

These standards represent a major shift in the way content is defined, taught, and
assessed. For the past decade, ELP standards have moved toward the content areas,
whereas now standards in the content areas are moving toward language.
Responding to the demands of these new standards for all students and using these
demands as opportunities to help ELLs will require new ways of thinking about the
relationship between language and content learning (Valdés et al. 2014). The Under-
standing Language Initiative at Stanford University (http://ell.stanford.edu) has led
the effort to support ELLs in meeting new content standards, adopting a view of
language as action that focuses on the essential role of language in learning academic
content. For example, as part of the Understanding Language Initiative, in the area
of science education for ELLs, Lee et al. (2013) suggest “(a) a shift away from both
content-based language instruction and the sheltered model to a focus on language-
in-use environments and (b) a shift away from ‘teaching’ discrete language skills to a
focus on supporting language development by providing appropriate contexts and
experiences” (p. 228). They introduce a conceptual framework that illustrates how
the science and engineering practices in the NGSS can be unpacked into the types of
language and discourse needed to instantiate these practices.

Two consortia are developing ELP assessments that are aligned to the new
content standards. WIDA revised its standards and its assessment, ACCESS for
ELLs. The revised standards still link language proficiency to social and instruc-
tional language and the four content areas, but are more explicit about how academic
language is conceptualized by outlining specific features at the word/phrase,
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sentence, and discourse level. At the word/phrase level, the focus is on vocabulary
usage; at the sentence level, the focus is on language forms and conventions; and at
the discourse level, the focus is on linguistic complexity. The second consortium, the
English Language Proficiency Assessment for the twenty-first century (ELPA21)
consortium, has developed ELP standards as a foundation to their assessment system
informed by the work of the Understanding Language Initiative. ELPA21 specified
ten standards that focus on form (e.g., vocabulary, grammar, and discourse specific
to particular content areas) and function (e.g., what students do with language to
accomplish content-specific tasks).

Problems and Difficulties

The lack of empirical research about the development of and relationship between
content knowledge and language proficiency remains a major challenge. Byrnes
(2008) explains that “because content knowledge in an L2 learning environment is
even more a developmental matter than is the case for native language instruction,
content assessment would benefit from principles that identify how content and
language abilities develop simultaneously in language learning” (p. 45). In the
context of K-12 assessment in schools specifically, there is a lack of research on
the relationship between (academic) language development and content instruction
for all students, not just ELLs (Frantz et al. 2014). This lack of empirical research
and the fact that both language proficiency and content knowledge develop across
grades makes it particularly difficult to establish boundaries between these con-
structs. These boundaries are important as long as there is a need or mandate to
assess language proficiency and content knowledge separately as is the case in the
USA and in many other countries. Another reason why it might be important to
locate these boundaries is to be able to use assessment information diagnostically. It
may be helpful for educators to be able to identify sources of students’ difficulty in
accomplishing a task, whether it be language, content, or both.

Future Directions

New task types and advances in technology may allow us to better understand the
content-language link and develop assessments that assess content and language in
an integrated way and at the same time allow for some separation of the two
constructs. Integrated tasks, tasks that assess more than one language skill, have
been developed in the past several years in response to increased awareness of the
complexity of language use and the importance of context. The TOEFL iBT, for
example, includes integrated tasks that require students to read a passage, listen to a
lecture, and respond in writing. Integrated tasks are believed to be more representa-
tive of actual language use and thus allow for score-based interpretations that can be
generalized to a particular target language use domain. A similar rationale could be
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applied to justify the development of integrated tasks of language proficiency and
content knowledge.

Given the focus on language and literacy skills in the content areas in the new
standards, new content assessments will need to embrace these broader definitions of
content and engage students’ rich language use. Thus, a separate assessment of ELP
may not be needed; it may be possible to assess language proficiency and content
knowledge within the same assessment (Bailey and Wolf 2012). One technology-
based innovation that would lend itself to integrated assessments of language and
content are scenario-based assessments. These types of assessments are specifically
designed to assess learners’ integrated skills in a purposeful, interactive, and strate-
gic manner. Scenario-based assessments have been used primarily to assess reading
skills (Sabatini et al. 2014), but their use for ELP assessment is already being
explored. In the content area of science, simulation-based assessments have been
developed for both high-stakes summative assessment and classroom formative
assessment (e.g., Quellmalz et al. 2012). Simulation-based assessments allow stu-
dents to demonstrate their science knowledge as well as their ability to engage in
scientific practices (e.g., predicting, observing, explaining findings, arguing from
evidence). It may be possible to add a language dimension to these simulations so
that language skills, which are already elicited as part of the assessment of science
practices, are assessed alongside science content.

Finally, another innovation in assessment that would make integrated assessments
of content and language particularly useful for instructional and diagnostic purposes
is the use of scaffolds embedded in technology-enhanced assessments. Wolf and
Lopez (2014) have examined the impact of including scaffolds in a scenario-based
assessment of young ELLs’ language proficiency. Their assessment includes speak-
ing tasks with scaffolding questions: Students first retell a story independently, then
answer scaffolding questions, and then retell the story for a second time. They found
that students were more successful in retelling the story after responding to the
scaffolding questions and that low-performing students on the task were at least able
to complete the scaffolding questions. They concluded that “the incorporation of
scaffolding into assessment has the potential to improve the measurement of EL
students’ language proficiency and also provide useful information for teachers’
instruction.” Both content and language scaffolds could be incorporated into
technology-enhanced and scenario- or simulation-based assessments. In fact,
simulation-based assessments already have the capability to provide scaffolds and
immediate feedback and coaching related to the science knowledge and inquiry
practices being assessed by the simulations (Quellmalz et al. 2012). These assess-
ments have also experimented with accommodations for ELLs and student with
disabilities, including audio recordings of text, screen magnification, and segmen-
tation to support reentry at the beginning of a task to allow for extended time
(Quellmalz et al. 2012). Much more refined language scaffolds could be added to
these simulations to allow ELLs of different levels of proficiency to engage with the
tasks and demonstrate both their content knowledge and their language proficiency.
Scaffolds could be informed by current work on learning progressions in the content
areas (see NGGS Lead States 2013 as an example) and in specific areas of language
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development (Bailey and Heritage 2011–15). These types of innovative, technology-
enhanced, simulation-based, scaffolded assessments could be used both to assess
and promote learning and also as a means to investigate the developmental nature of
content and language learning for ELLs.
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Culture and Language Assessment

Angela Scarino

Abstract
This first entry on culture and language assessment is written at a time of much
reconsideration of the major constructs in language/s learning and language
assessment. This is in response at least partly to the increasingly complex reality
of multilinguality and multiculturality in our contemporary world. Culture is one
of these constructs and is considered in its interrelationship with language and
learning. It is because of this reconsideration that the discussion in this chapter is
focused on scoping the conceptual landscape and signaling emerging rather than
established lines of research. The discussion encompasses (a) the assessment of
culture in the learning of languages, including recent interest in assessing
intercultural practices and capabilities, and (b) the role of culture (and language),
or its influence, on the assessment of learning where multiple languages are in
play. The discussion considers the place of culture in conceptualizing the com-
municative competence and understandings of the role of culture in all learning.
Developments related to the assessment of intercultural practices and capabilities
in foreign language learning are described, as well as multilingual (and multicul-
tural) assessment approaches. The assessment of capabilities beyond the linguis-
tic poses major challenges to traditional conceptualizations and elicitation and
judgment practices of assessment. This is because what is being assessed is the
linguistic and cultural situatedness of students of language/s as they communicate
and learn across linguistic and cultural systems. This challenges the traditional
assessment paradigm and also raises important ethical issues. This conceptual and
practical stretch can only extend thinking about educational assessment.
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Introduction

It is timely to consider culture and language assessment, as culture is a dimension
that has been undergoing major reconsideration in language/s learning in the past
decade (e.g., see Byrnes 2010), and yet it is underrepresented in the language
assessment literature.

The discussion in this chapter will consider mainly the assessment of culture/s in
the learning of language/s, including the recent interest in assessing intercultural
practices and capabilities in language/s learning. This refers to how “cultural
knowing” or “cultural/intercultural understanding” is assessed in the context of
learning language/s. The discussion will also consider, to a lesser extent, the role of
culture, or its influence, on the assessment of learning in environments where
multiple languages are in play and where students are or are becoming multilin-
gual. This aspect highlights that the process of assessing learning (of language/s or
other disciplines) is itself both a cultural (and linguistic) act and that culture/s (and
language/s) come into play in learning and in the assessment of learning. This is
because students are linguistically and culturally situated in the linguistic and
cultural systems of their primary socialization. In developing their learning and
in assessment, they draw upon their own dynamic histories of experiences of
knowing, being, and communicating and their own frameworks of values and
dispositions. In discussing both aspects, the focus will remain specifically on
education and educational assessment.
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The discussion takes as a starting point the move in language/s teaching and
learning, away from a monolingual and national paradigm (with the one language
equals one culture equation) toward a multilingual paradigm. [For a detailed discus-
sion, see the guest-edited volume of The Modern Language Journal by Claire
Kramsch (MLJ, 98, 1, 2014), “Teaching foreign languages in the era of globalisa-
tion.”] It is this move that gives greater prominence to the interplay of multiple
languages andwith these multiple cultures, in all learning and therefore in assessment.

In a recent 25-year review of culture in the learning of foreign languages, Byram
(2014), one of the most prolific writers on the role of culture in language teaching,
learning, and assessment, observed that “the question of assessment remains insuf-
ficiently developed”(p. 209). Atkinson (1999) reflected on how little direct attention
is given to the notion of culture in TESOL, even though “ESL teachers face it in
everything they do” (p. 625). Block (2003), discussing the social turn in second
language acquisition (SLA), raised questions about “a cultural turn” for SLA
research. He specifically noted the difficulty involved in conceptualizing the rela-
tionship between language and culture, but also the promising work in pragmatics
and in learner identity as research areas that take culture into account. Although
Shohamy (2011) did not specifically address culture, she drew attention to an
important dimension of the discussion when arguing for assessing “multilingual
competencies” in an assessment field that continues to view language as a monolin-
gual, homogenous, and often still native-like construct (p. 419). I add that the
monolingual bias that Shohamy described in language assessment extends to it
also being a monocultural bias.

These reflections signal some of the efforts to reconsider and expand the con-
structs in language teaching, learning, and assessment “beyond lingualism” (Block
2014) to include dimensions such as subjectivity and identity.

Early Developments

Culture comes into play in the diverse contexts of language learning and assessment,
both as a dimension of the substance of learning (e.g., in the learning of foreign
languages) and as the medium for learning language/s and other areas of learning
(e.g., in the learning of ESL/EAL). In considering culture as substance, it is neces-
sary to consider the relationship between language and culture. In considering
culture as medium, it is necessary to consider the relationship between language
and culture and learning.

Language and Culture

The integral relationship between language/s and culture/s has long been considered
from diverse disciplinary perspectives, including linguistics, anthropology, sociolin-
guistics, and applied linguistics (Whorf 1940/1956; Sapir 1962; Geertz 2000;
Gumperz and Levinson 1996; Kramsch 2004). In the diverse contexts of language/s
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learning, this interrelationship is understood and foregrounded in different ways. In
foreign language teaching and learning, culture has been understood traditionally as
factual knowledge or as a form of “content” of language learning, with literature and
other aesthetic forms as rich expressions of particular culture/s. In this sense culture is
understood as observable products or artifacts, associated with a particular social
group. It has also been understood as ways of life, behaviors, and actions of a social
group where the language/s is used. Both of these understandings present a static view
of culture that removes variability and personal agency within the national group.
A more recent perspective is an understanding of culture as social norms and
practices, created through the use of language (see Byrnes 2010). Such practices,
however, are removed from the cultural identity of the learner as a participant in
language learning. In ESL/EAL, where the major goal is to prepare students for
learning in English across diverse disciplines, the interrelationship between language
and culture has been backgrounded in order to focus on subject matter learning across
the curriculum.

A useful starting point for a consideration of culture and language assessment is
how it has been represented in the construct of “communicative competence.” This is
because it is the conceptualization of the construct that guides elicitation, judging,
and validation in the assessment cycle (Scarino 2010). In the conceptualization of
“linguistic competence,” where the focus was on the linguistic system itself, there
was an absence of any attention to culture or to language users as participants in the
linguistic and cultural system. Canale and Swain’s (1980) framework comprised
grammatical competence (vocabulary and rules of grammar), sociolinguistic com-
petence (conventions of use), discourse competence (cohesion and coherence of
texts), and strategic competence (compensating for limited resources in using lan-
guage). This modeling highlighted the social, interactive nature of language use and
the crucial role of context. The sociolinguistic interest here was with how the social
context affects choices within the linguistic system. Halliday’s theoretical work is
instructive in this regard.

Halliday (1999) used the theoretical constructs “context of situation”’ and
“context of culture” to explain what is entailed in an exchange of meanings in
communication. In Halliday’s terms, these two constructs do not refer to “culture”
in the sense of lifestyles, beliefs, and value systems of a language community
(e.g., as in traditional foreign language learning) but rather as a system of meanings.
He makes clear that the two constructs are not two different things, but rather
that they are the same thing seen from two different depths of observation. The
“situation” provides the context for particular instances of language use, and, as
such, it is an instance of the larger system, which is referred to as “culture.” For
Halliday, culture is in the very grammar that participants use in exchange.

Bachman and Palmer (1996, 2010) built on the Canale and Swain model by
identifying “knowledge” in the mind of the user, which can be drawn upon in
communication. They identified (a) organizational knowledge, that is, grammatical
knowledge and textual knowledge, and (b) pragmatic knowledge, that is, functional
and sociolinguistic knowledge. Pragmatic knowledge is understood as objective
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knowledge that is necessary for selecting language appropriately for use in particular
social situations. As such, it represented a static view of the context of situation and
of participants in that context. Although this is recognized as the most developed
model of “communicative ability” for the purposes of assessment, it has been
criticized because of its individualistic view of social interaction (McNamara and
Roever 2006) and because context is not sufficiently taken into account
(Chalhoub–Deville 2003; see also Bachman 2007). In the extensive discussion
about context in defining the construct of communicative competence in language
assessment, the context has been understood essentially as the context of situation,
with little explicit attention to the context of culture.

The applied linguist who has most extensively theorized culture in (foreign)
language learning is Claire Kramsch. In her 1986 critique of the proficiency move-
ment as an oversimplification of human interaction, Kramsch extended the construct
from communicative to “interactional competence.” She highlighted at the same
time that this interaction takes place within “a cross-cultural framework” (p. 367)
and that successful interaction necessitates the construction of a shared internal
context or “sphere of intersubjectivity” (p. 367). This understanding of culture
foreshadowed her extensive discussion of context and culture in language teaching
(Kramsch 1993) and her subsequent theorization of culture as “symbolic compe-
tence” (Kramsch 2006), which I consider below (see section “Major Contributions”).

Language, Culture, and Learning

Language and culture are integral to learning. Halliday (1993) highlighted learning
itself as a process of meaning-making when he wrote:

When children learn a language, they are not simply engaging in one kind of learning among
many; rather, they are learning the foundation of learning itself. The distinctive characteristic
of human learning is that it is a process of meaning making – a semiotic process. (p. 94)

It is through language, in the context of situation and the context of culture, that
students and teachers, in their diversity, interact to exchange knowledge, ideas,
explanations, and elaborations and make sense of and exchange meaning in learning.
In the learning interaction, this meaning is mediated through the lenses of the
language/s and culture/s of participants’ primary socialization.

All learning, therefore, is essentially a linguistic and cultural activity. It is formed
through individual learners’ prior knowledge, histories, and linguistic and cultural
situatedness. It is the learner’s situatedness and the cultural framing of learning that
shapes the interpretation and exchange of meanings in learning and, by extension, in
the assessment of learning. This understanding is in line with cultural views of
learning in education. Gutierrez and Rogoff (2003) described learning as emerging
from participating in practices, based on students’ linguistic and cultural–historical
repertoires. Lee (2008) also discussed “the centrality of culture to . . . learning and
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development” (p. 267). This understanding of the relationship between language,
culture, and learning is related to the sociocultural family of theories of language
learning, in which the role of culture at times remains implicit. This understanding of
learning as a linguistic, social, and cultural act of meaning-making becomes impor-
tant in assessment. Shohamy (2011) expressed concern with the differential perfor-
mance of immigrant students, depending on whether they are assessed in the
language of their primary socialization or in the language of education in their
new locality. The meanings that students make and represent in learning and
assessment necessarily originate in the linguistic, cultural, experiential, and histor-
ical knowledge context to which they belong. It is this relationship that underlies
Shohamy’s argument for multilingual assessment (see section “Future Directions”
below).

Major Contributions

Major contributions to the consideration of culture and language assessment have
been advanced in relation to ongoing conceptualizations of the construct of com-
municative competence, including toward “intercultural competence,” the assess-
ment of intercultural practices and capabilities, and multilingual approaches to
assessment.

Ongoing Conceptualization of Communicative Competence Toward
“Intercultural Competence”

In more recent work, Kramsch has expanded further the constructs of communica-
tive competence and interactional competence to what she has termed “symbolic
competence” (Kramsch 2006). In her conceptualization, knowledge of and engage-
ment with the systems of culture associated with language provide the basis for
understanding the ways in which users of the language establish shared meanings,
how they communicate shared ideas and values, and how they understand the world.
Language constitutes and reflects the social and cultural reality that is called context.
Symbolic competence foregrounds meaning-making not only as an informational
exchange but as a process of exchange of cultural meaning, including its interpretive
and discursive symbolic dimensions. It entails using language to negotiate and
exchange meanings in context, both reciprocally with others and in individual
reflection on the nature of the exchanges. Context is not fixed or given but created
in interaction through the intentions, assumptions, and expectations of participants.
Kramsch foregrounded not only such exchange within a language but also across
languages and cultures in multilingual and multicultural contexts, and it is in this
way that she elaborated foreign language learning as an intercultural endeavor that
develops “intercultural competence.”
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Assessing Intercultural Competence

Perhaps because her conceptualization of culture and the intercultural in language/s
learning is the most elaborated and complex, Kramsch (2009) questioned whether or
not it can be assessed. She stated:

[S]ymbolic competence based on discourse would be less a collection of. . . stable knowl-
edges and more a savviness i.e., a combination of knowledge, experience and judgment. . .
Trying to test symbolic competence with the structuralist tools employed by schools. . . is
bound to miss the mark. Instead, symbolic competence should be seen as the educational
horizon against which to measure all learners’ achievements. (p. 118)

This may well be the case within traditional testing paradigms, but it has been
suggested that possibilities may be available within alternative assessment para-
digms (Scarino 2010) and assessment purposes that are educational.

In considering assessment in the context of intercultural language learning, a
major distinction needs to be drawn between the consideration of “intercultural
understanding” in general education, where language is not foregrounded (Bennett
1986), and in language/s education, where language use and language learning are
the focus.

The extensive efforts to model intercultural competence began with Byram and
Zarate (1994) and Byram (1997), working under the auspices of the Council of
Europe. Their conceptualization was based on a set of knowledge, skills, and
dispositions called savoirs: savoir apprendre, savoir comprendre/faire, savoir être,
and savoir s’engager. In line with the council’s orientation, it was focused on an
objectives-setting approach, which was analytic rather than holistic, and on defining
levels of intercultural competence. Although these savoirs captured broad educa-
tional dimensions such as savoir être (knowing how to be) and savoir s’engager
(knowing how to engage politically), the original modeling did not sufficiently
foreground communication. Byram (1997) subsequently modeled “intercultural
communicative competence,” incorporating the set of dimensions of the model of
Canale and Swain (1981), discussed above, with the set of savoirs that defined
intercultural competence. As with all modeling, however, the relationship among
these sets of dimensions was not explained. Risager (2007) included further dimen-
sions, which she described as “linguacultural competence,” resources, and transna-
tional cooperation, thereby highlighting the multilingual (and multicultural) nature
of communication. Sercu (2004) considered the inclusion of a “metacognitive
dimension” that focuses on students monitoring their learning. Although this is a
valuable dimension, Sercu did not specify that the reflective work should be focused
on exploring the linguistic and cultural situatedness of participants involved in
communication and learning to communicate interculturally, and how it is this
situatedness that shapes the interpretation, creation, and exchange of meaning. The
consideration of the intricate entailments of this intercultural capability was extended
by Steffensen et al. (2014) to include timescales and identity dynamics. The focus
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specifically on identity formation was also taken up by Houghton (2013), with what
she refers to as savoir se transformer.

In conceptualizing intercultural competence (or more precisely, “interlinguistic
and intercultural practices and capabilities”) for the purposes of assessment,
Liddicoat and Scarino (2013) highlighted the need to capture:

• Observation, description, analysis, and interpretation of phenomena shared when
communicating and interacting

• Active engagement with the interpretation of self (intraculturality) and “other”
(interculturality) in diverse contexts of exchange

• Understanding the ways in which language and culture come into play in
interpreting, creating, and exchanging meaning

• The recognition and integration into communication of an understanding of self
(and others) as already situated in one’s own language and culture when com-
municating with others

• Understanding that interpretation can occur only through the evolving frame of
reference developed by each individual (pp. 130–131)

Assessment in this formulation, therefore while remaining focused on language
and culture, encompasses more than language. It is at once experiential, analytic, and
reflective. For Liddicoat and Scarino (2013), it includes (a) language use to com-
municate meanings in the context of complex linguistic and cultural diversity, with a
consideration of both personal and interpersonal subjectivities, (b) analyses of what
is at play in communication that is situated within particular social and realities and
how language and culture come into play in the practice of meaning-making, and
(c) reciprocal reflection and reflexivity in relation to self as intercultural communi-
cator and learner.

In addition to extensive work on conceptualizing the assessment of intercultural
practices and capabilities, practical work has been and continues to be undertaken to
develop ways of eliciting these practices and capabilities (e.g., see, Byram 1997;
Deardorff 2009; Lussier et al. 2007). Sercu (2004) attempted to develop a typology
of assessment tasks including five task types: cognitive, cognitive-attitudinal,
exploration, production of materials, and enactment tasks. This framework, how-
ever, does not address precisely these capture intercultural practices and
capabilities.

As indicated, it is the alternative qualitative assessment paradigm, particularly
within a hermeneutic perspective (Moss 2008) and inquiry approaches (Delandshere
2002), which offers the most fruitful basis for considering the assessment of these
practices and capabilities in language/s learning. Liddicoat and Scarino (2013,
chapter 8) discussed and illustrated ways of eliciting the meanings that learners
make or accord to phenomena and experiences of language learning, and their
analyses and reflections on meaning-making. The learner is positioned as performer
and analyzer, as well as being reflective. An issue that remains to be considered with
respect to elicitation is the complex one of integrating the performative, analytic, and
reflective facets.
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The area of judging is possibly the most complex of all, not only because
educators hesitate to assess learner subjectivity and the realm of values and dispo-
sitions but also because of the difficulty of bringing together, in some way, the
diverse facets of intercultural practices and capabilities. Although a framework for
setting criteria for judging performance has been proposed (see Liddicoat and
Scarino 2013, pp. 138–139), the extent to which criteria can be pre-specified or
else should emerge from the specific context of the exchange still needs to be
addressed.

Finally, there is not yet in the field a frame or frames of reference for making
judgments of such practices and capabilities. The Council of Europe has sought to
develop a scale to address this absence but efforts to date have not succeeded. This is
not surprising given the complexity that this would entail. Although making judg-
ments remains an area of uncertainty for assessors, it is not likely to be resolved by a
generalizing scale.

Multilingual Assessment Approaches

“Multilingual assessment” is a practice proposed by Shohamy (2011) that would
take into account all the languages in the multilingual speaker’s repertoire as well as
“multilingual functioning” (Shohamy 2011, p. 418). Given the interrelationship
between language/s and culture/s discussed above, this multilingual functioning
also implies multicultural functioning. It is useful to distinguish at least two senses
of multilingual assessment. The first is multilingual in the sense that multiple
languages are available to the student, even though the assessment may be conducted
in multiple but independent languages. The second is multilingual in the sense that
student’s performance reveals certain practices and capabilities that characterize the
use of multiple languages by multilingual users as they negotiate, mediate, or
facilitate communication. Although emanating from different contexts of language
education and incorporating different terms, it is possible to draw some parallels
between the more recent understandings of the assessment of intercultural practices
and capabilities and the notion of multilingual functioning. Studies in assessment
have been undertaken in relation to the first, but, although research on actual
practices of multilingual speakers has been conducted, it has not been specifically
in the context of assessment. Though not explicitly foregrounded, culture/s as well as
language/s is at play.

Considering the first sense of “multilingual assessment,” in an 8-year system-
wide study in the multilingual context of Ethiopia, Heugh et al. (2012) demonstrated
the value of learning and assessment in the student’s mother tongue in bi-/trilingual
teaching programs. Heugh et al. (2016) draw attention to bilingual and multilingual
design of large-scale, system-wide assessments of student knowledge in two or three
languages, as well as the unanticipated use, on the part of students, of their bilingual
or multilingual repertoires in high-stake examinations. In the research reported by
Shohamy (2011), immigrant students from the former USSR and Ethiopia, when
assessed in Hebrew as the language of instruction in Israeli Jewish schools,

Culture and Language Assessment 23



performed less successfully than the local, native students. Such students bring prior
academic and cultural knowledge to the assessment situation, but this knowledge is
not captured when the assessment is conducted in a language and culture that is
different from that of their primary socialization. Furthermore, as Shohamy
explained, these students naturally continue to use the linguistic and cultural
resources developed prior to immigration, but their capacity to use this knowledge
is not assessed. In these circumstances, the picture of their multilingual and multi-
cultural achievements is distorted.

Cenoz and Gorter (2011) also highlighted approaches that draw on the whole
linguistic repertoire of multilingual speakers. They reported on an exploratory study
of students’ trilingual written production in Basque, Spanish, and English in schools
in the Basque Country. They focused specifically on the interaction among the three
languages. The study showed that consideration of writing performance across three
languages revealed similar patterns in writing skills in the three languages. They also
illustrated that students use multilingual practices in creative ways and that achieve-
ment is improved when practices such as codeswitching and translanguaging are
employed. These practices are linguistic and also cultural.

Work in Progress

At the present stage of development, work in progress tends to be in individual,
small-scale studies rather than part of large-scale programs of research and devel-
opment. Conceptual work on modeling intercultural (or more precisely
interlinguistic and intercultural) practices and capabilities will continue, as will
consideration about the assessment of multiple languages and cultures and their
relationship. Equally, discussion will continue about the assessment of capabilities
beyond the linguistic (such as the capability to decenter or the capability to analyze
critically or self-awareness about one’s own linguistic and cultural profile). The
Council of Europe’s continuing work on the Common European Framework of
Reference will seek to include indicators of intercultural competence because of
the current desire to develop scaled, quantified levels of competence in all aspects of
education. The current general education project of the Council of Europe, entitled
“Competences for Democratic Culture and Intercultural Dialogue” (https://www.
coe.int/t/dg4/education/descriptors_en.asp), may contribute to this line of develop-
ment. Such quantification, however, runs counter to the qualitative, descriptive
orientation that capturing these practices and capabilities entails.

An increasing range of research is being undertaken with a focus on multilingual
functioning, especially processes such as translanguaging (Li Wei 2014; García and
Li 2014). An explicit focus on the cultural and intercultural along with the linguistic
and interlinguistic may add value to these research endeavors.

Some small-scale studies provide examples of work in progress. In a longitudinal
study entitled “Developing English language and intercultural learning capabilities,”
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Heugh (personal communication, October 2015) is incorporating translanguaging
practices in the teaching, learning, and assessment of the English language of
international students. The study involves practices in which students are invited
to use their knowledge and expertise in their primary language in the process of
developing high-level proficiency in English. Diagnostic assessment of students’
written texts in Cantonese, Putonghua, and English allows for a more nuanced
understanding of students’ holistic capabilities in both their primary language and
English (see Heugh et al. (2016)). This work is very much in line with Shohamy’s
(2011) desire that assessment recognizes the legitimate use and mixing of multiple
languages, for it permits multilingual students to use their full linguistic, cultural,
semiotic, and knowledge repertoires to interpret and create meaning. Heugh’s
work is demonstrating that these Chinese-speaking students also experience
enhanced metalinguistic awareness of their own linguistic, cultural, and knowledge
repertoire.

At the School of Oriental and African Studies, Pizziconi and Iwasaki (personal
communication, October 2015) are researching the assessment of intercultural
capabilities in the teaching and learning of Japanese. This work is being undertaken
in the context of the AILA Research Network on Intercultural Mediation in Lan-
guage and Culture Teaching and Learning. The project follows the development of
linguistic and intercultural mediation capabilities in 14 learners of Japanese lan-
guage before, during, and after a year of study in Japan. Through a variety of
instruments, they are examining how students interpret, respond to, and negotiate
identities, stereotypes, intercultural similarities and differences, the tensions arising
from novel contact situations, the nature of the connections established, and how
this is reflected in their language use. In short, they are investigating whether and
how this long-term experience of “otherness” affects both performance and
awareness.

Within the same network Angela Scarino, Anthony Liddicoat, and Michelle
Kohler are developing specifications for the assessment of intercultural capabilities
in languages learning in the K–12 setting in Australia. These will be used with
teachers working in a range of languages to develop assessment procedures, imple-
ment them, and analyze samples of students’ works for evidence of intercultural
capabilities.

The new national curriculum for language learning in Australia has proposed an
intercultural orientation to language teaching, learning, and assessment. Several
studies related to the implementation of this curriculum, and related assessment
practices, are currently being undertaken at the Research Centre for Languages and
Cultures at the University of South Australia, in addition to experimenting with the
design of elicitation processes.

The line of research by Cenoz and Gorter (2011) on trilingual students’ partici-
pation in language practices that are shaped by the social and cultural context in the
Basque Country and Friesland is continuing (see Gorter 2015) as is the work of
Heugh et al. (2016).
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Problems and Difficulties

In expanding the construct of communicative competence toward symbolic,
intercultural, and multilingual orientations (among the many new formulations that
seek to represent this expansion), there is a need for explicit consideration of
peoples’ situatedness in the language/s and culture/s of their primary and ongoing
socialization in the distinctive contexts of linguistic and cultural diversity. This
attention is central to an understanding both of culture in language assessment and
the role of culture in the assessment of students’ learning outside the languages of
their primary socialization, in multilingual and multicultural contexts. Difficulties
remain at the level of conceptualization, elicitation, and judging.

Conceptualizing Culture and Language Assessment

Further work is needed in conceptualizing the assessment of culture and the role of
culture, particularly in multilingual and multicultural assessments. This may include,
but is not limited to, the use of multiple languages in the assessment of content
knowledge, the use of multiple languages and cultures in contemporary communi-
cation on the part of multilingual users, and a focus on interlinguistic and
intercultural practices and capabilities in the assessment of additional languages.
Both the conceptual work and its translation into assessment practice remain chal-
lenging because of the monolingual bias of both traditional SLA (May 2014; Leung
and Scarino 2016) and traditional assessment (Shohamy 2011).

As part of this conceptual work, further consideration will need to be given to the
context of culture and how it is perceived by participants in communication.
Questions are being raised about the feasibility of assessing dimensions that go
beyond the linguistic and the cultural, whether or not assessment philosophies and
approaches can encompass the elicitation and judging of such complex practices and
capabilities that go well beyond the linguistic and cultural per se, and the ethics of
seeking to assess the realm of personal values, dispositions, effect, and critical
awareness.

Elicitation

The traditional product orientation of assessment does not capture the processual and
reflective dimensions of assessing interlinguistic and intercultural and multilingual
practices and capabilities. Finding productive ways of capturing cultural and
intercultural interpretations will be difficult, and, in this regard, inquiry and herme-
neutic approaches are likely to be of value (Moss 2008). These would permit the
capturing for the purposes of assessment not only of experiences of interlinguistic
and intercultural communication but also students’ understandings of and reflections
on the processes of meaning-making. The use of portfolios or journals, captured over
time and including reflective commentaries, would seem fruitful. The complexity of
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seeking to elicit the multiple facets of interlinguistic and intercultural communica-
tion (i.e., performance, analysis, and reflection) in an integrated and holistic way
remains an area for experimentation. This is an important area for language educa-
tors who are concerned with developing as well as assessing such practices and
capabilities. The elicitation process is necessarily framed by some understanding of
the evidence that educators might expect to see in students’ performances. As the
kind of evidence of this kind of language-and-culture learning goes well beyond the
accuracy, fluency, appropriateness, and complexity of language use, the very nature
of this evidence will also require further consideration.

Judging

As indicated earlier, there is a difficulty in judging, because of the uncertainty that
arises for educators about judging student subjectivies and values. In the current state
of play with assessment, what is absent is a larger frame of reference that educators
need to bring to the processes of making judgments. Any instance of performance
needs to be referenced against a map of other possible instances, but at this time,
such a map is not available. As well, working with the notion of fixed rather than
emerging criteria and scales adds complexity to the process. Educators desire
certainty, when in fact there will necessarily be a great deal of uncertainty. This
uncertainty relates to the absence of a shared frame of reference (such as one that
they might have for a skill such as writing), but there are no firm guidelines as to
what constitutes evidence. Furthermore, instances of communication of meaning
across languages will be highly variable contextually, and yet it is precisely this
linguistic and cultural variability and the linguistic and cultural situatedness of the
participants that is being assessed in culture and language assessment.

In all three areas – conceptualizing, eliciting, and judging – the resilience of
traditional practices is a major difficulty. In research, it is clear that both large-scale
and smaller, grounded, ethnographic studies will be needed, focused on the assess-
ment of interlinguistic and intercultural and multilingual practices and capabilities. It
will be particularly fruitful for work in progress to be shared, compared, and
theorized across research groups, given the immense diversity of local contexts of
language-and-culture learning and its assessment.

Having highlighted the resilience of traditional assessment practices and their
monolingual and monocultural bias, teacher education becomes a complex process
of unlearning and learning. Teachers’ assessment practices are heavily constrained
by the requirements of the education systems in which they work. These require-
ments tend to be designed for accountability purposes more than for educational
ones; therefore the environment is often not conducive to the kind of alternative
practices that the assessment of these capabilities will require (see Scarino 2013 for a
detailed discussion).

Finally, it must be recognized that this kind work in assessment, both in terms of
practices and research, will be resource-intensive and raise issues of practicability.
However, what is at stake in considering culture and assessment is the very nature of
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language learning and its assessment and doing justice to capturing and giving value
to the learning and achievements of students who are developing their multi-/
interlinguistic and multi-/intercultural capabilities.

Future Directions

What is needed is a program of research, undertaken in diverse contexts, that
considers the meaning-making processes of students in their multi-/interlinguistic
work and multi-/intercultural work. These are likely to include processes such as
decentring and translanguaging, mediating understanding across multiple languages,
and paying greater attention to the positioning of students. Evidence might include
analyses of moment-to-moment actions/interactions/reactions, conversations, or
introspective processes that probe students’ meanings; surveys, interviews, and
self-reports; and reflective summaries and commentaries on actions, and reactions.
Also needed is a focus on identifying and naming or describing the distinctive
capabilities that can be characterized as multi-/interlinguistic and multi-/
intercultural. These are the unique capabilities that bi-/multilingual students display
as they move across diverse linguistic and cultural worlds. They are likely to include
not only knowledge and skill but also embodied experience and their consideration
of language/s and culture/s within that experience. Here it would become necessary
to understand not only students’ ideas but also their life worlds, their linguistic and
cultural situatedness, and their histories and values; to understand the way these form
the interpretive resources that they bring to the reciprocal interpretation and creation
of meaning; and to understand both themselves (intraculturally) and themselves in
relation to others (interculturally).
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Assessing Meaning

James Enos Purpura

Abstract
The quintessential quality of communicative success is the ability to effectively
express, understand, dynamically co-construct, negotiate and repair variegated
meanings in a wide range of language use contexts. It stands to reason then that
meaning and meaning conveyance should play a central role in L2 assessment.
Instead, since the 1980s, language testers have focused almost exclusively on
functional proficiency (the conveyance of functional meaning – e.g., can-do
statements), to the exclusion of the conveyance of propositional meanings or
implied pragmatic meanings. While the ability to use language to get things done
is important, excluding propositional content from the assessment process is like
having language ability with nothing to say, and excluding pragmatic meanings
guts the heart and soul out of communication.

In this chapter, I review how L2 testers have conceptualized “meaning” in
models of L2 proficiency throughout the years. This logically leads to a discus-
sion of the use of language to encode a range of meanings, deriving not only from
an examinee’s topical knowledge but also from an understanding of the contextual
factors in language use situations. Throughout the discussion, I also highlight how
the expression and comprehension of meaning have been operationalized in L2
assessments. Finally, I argue that despite the complexities of defining and operatio-
nalizing meaning in assessments, testers need to seriously think about what mean-
ings they want to test and what meanings they are already assessing implicitly.
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Introduction

Nonnative speakers use second or foreign languages (L2) to get/give information at
school, to create and maintain relationships online, to get a glimpse into other cultures,
or, more subtly, to decipher intentions in political discourse. In other words, they use
their L2 to express a wide range of meanings within social-interpersonal contexts (e.g.,
a friend recounting a subway story), social-transactional contexts (e.g., a client
resolving a problem with a bill), academic contexts (e.g., a student writing a term
paper), professional contexts (e.g., a scientist giving a talk), and literary or imaginative
contexts (e.g., a poet writing/reciting a poem at a poetry slam). Since the ability to
effectively express, understand, co-construct, negotiate, and repair meanings is the
quintessential quality of communicative success, it stands to reason then that meaning
and meaning conveyance should play a central role in L2 assessment (Purpura 2004).

In the L2 use domains mentioned above, language serves to generate messages that
embody a variety of simultaneously occurring meanings. First and foremost, messages
contained in utterances or texts encode propositional or topical content. Thus, the
propositional or topical meaning of utterances or texts is said to convey factual
information, ideas, events, beliefs, conjectures, desires, and feelings and is presumed
to be context-free or decipherable apart from a communicative situation (Gibbs 1994).
These propositional utterances are open to scrutiny in terms of their factual accuracy or
their true-value1. Propositional meanings in the literature have also been referred to as
the literal, semantic, sentential, compositional, grammatical, linguistic, inherent, con-
ventional, or locutionary meaning of utterances and are generally considered a reflec-
tion of an individual’s substantive, topical, or disciplinary, domain specific, subject
matter, or content knowledge. They are fundamental to all language use.

The expression of propositions in messages is also used to assert a person’s
agency and express his intentionality in communicative interactions (e.g., to per-
suade) (Bloom and Tinkler 2001). By encoding intended meanings, these messages
are used by interlocutors to perform speech acts or communicative functions with
reference to some language use context. Thus, messages in utterances or texts also
encode a user’s intended or functional meanings. We can say then that the

1See Donald Davidson’s essays for a fascinating discussion of truth and meaning.
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propositional content of a message conveys more than what is said with words; it also
communicates intended or functional meaning relevant to a language use context.
Intended or functional meanings have been referred to in the literature as conveyed,
interactional, illocutionary, or speaker’s meaning. Unlike propositional meanings,
functional meanings depend on the context of language use for successful interpreta-
tion. Similar to propositional meanings, however, functional meanings are fundamen-
tal to all language use as they represent an individual’s functional proficiency.

Finally, while messages emerge from, depend on, and embody representations of
an individual’s internal mental content and serve as a reflection of personal agency
and intentionality, they do not occur in isolation; they exist within a given sociocul-
tural and interactional context and are thereby shaped by and interpreted within that
context. Given that communication depends on the participants’ shared presupposi-
tions, experiences, and situational associations, much of what occurs in language use
is unstated or implied. As a result, these same messages embody yet other layers of
meaning, referred to as implied or implicational pragmatic meanings.

Implied pragmatic meanings emerge, for example, when someone is offered red
wine and the acceptance response is: Hey, I’m Italian. Explicit in this response is the
expression of propositional content – nationality. However, the response is also used in
this context to communicate the respondent’s functional meaning (i.e., my interlocutor
made an offer; I’m accepting). Conjointly with the propositional and functional
meanings, the response subtly encodes layers of other implied meanings including
(1) situational meanings (i.e., the response reminds my interlocutor of my ethnicity
and the role of red wine in my culture and presupposes my interlocutor will interpret
my indirect response as an acceptance in this situation, even though not explicitly
stated), (2) sociolinguistic meanings (i.e., the response conveys familiarity), (3) socio-
cultural meanings (i.e., the response presupposes what is common knowledge about
Italians in our culture), and (4) psychological meanings (i.e., the response conveys
playfulness). These implied pragmatic meanings have been referred to as socio-
pragmatic, figurative, extralinguistic, or implicational meanings.

Implied pragmatic meanings can also emerge as a simple function of word order.
Consider the propositional, sociocultural, and psychological meanings associated
with the utterance “My niece got married and had a baby” as opposed to “My niece
had a baby and got married.” Consider also how these meanings might vary across
different social contexts.

In sum, language is efficiently designed to convey propositional meanings
through topical content, together with functional meanings and layers of implied
pragmatic meaning relevant to some language use context (Purpura 2016). The
interaction among topical knowledge, language knowledge, and context and, I
would add, the sociocognitive features of task engagement enable nuanced commu-
nication. And while these simultaneous encodings of meaning joyfully provide the
basis for humor or poetry, they also increase the risk of communication breakdowns
or the miscommunication of intent. They also present L2 learners with daunting
challenges and heartwarming joys of learning to use an L2.

In L2 assessment, especially with nonreciprocal tasks, the propositional messages
conveyed by an interlocutor, along with other pragmatic meanings, might be
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considered a manifestation of a person’s topical and language knowledge, her
understanding of context, and her sociocognitive abilities. This is especially true if
the propositions are true and faithful representations of the external world, if
communication goals are met, and if the language output is grammatically precise
and appropriate for the situation. With reciprocal tasks, however, these same mes-
sages serve only to initiate the establishment of joint understandings, followed by the
co-construction of meanings relevant to the context. Communicative success thus is
a joint product of the co-construction of variegated meanings. Finally, for commu-
nication to be successful, interlocutors need to express their own representations of
mental content, reconstruct mental content representations of their interlocutors, and
jointly co-construct these meaning representations synchronically and diachronically
in verbal or nonverbal behavior. As Bates (1976 cited in Seliger 1985) stated:

Meaning is a set of mental operations carried out by the speaker, which the speaker intends to
create in the mind of the listener by using a given sentence. Whether or not the speaker
actually succeeds is a separate issue. (p. 4)

Although the communication of meaning through propositional content and
context plays a central role in L2 communicative success, L2 testers have devoted
surprisingly little empirical attention to this topic. Instead, they continue to produce
assessments, which, in my opinion, over-attribute value to the well-formedness of
messages and to the completion of the functional acts, and they under-attribute
importance to the conveyance of substantive, relevant, or original content, the
development of topical progressions, and the conveyance of implied pragmatic
meanings. This, by no means, is meant to diminish the significance of linguistic
well-formedness in contexts where communicative precision is needed, or the
importance of ascertaining L2 functional ability; it is simply a reminder that the
primary aim of communication is the exchange of meanings in context. Thus,
language, meaning through content, contextual considerations, and the socio-
cognitive considerations of task engagement should figure prominently in the design
and validation of all L2 assessments.

In this chapter, I will review how testers have conceptualized “meaning” in models
of L2 proficiency, describing the role that meaning conveyance through content and
context has played in L2 assessment. I will argue for a reprioritization of meaningful-
ness over well-formedness in L2 test design since the exclusion of meaning from
models of L2 ability likens to having language ability with nothing to say. Finally, I
will highlight some of the problems and challenges in assessing meaning.

Early Developments

Although some early language testers have purposefully disregarded the importance
of meaning in models of L2 proficiency, others have clearly acknowledged the
critical role it plays in communication and have addressed meaning and meaning
conveyance in characterizations of L2 proficiency. This reflects the fact that people
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use language in systematic ways to exchange messages on a variety of topics in a
wide range of contexts, and in that way, they use language to get things done.

In 1961 Lado proposed a model of L2 proficiency based on a conceptualization of
“language” as linguistic forms, occurring in some variational distribution, that are
needed to convey linguistic, cultural, and individual meanings between individuals.
Linguistic meanings referred to the denotative or the semantic meaning of “dictio-
naries and grammars” and were “interpretable without recourse to full cultural
reference” (p. 3). Currently, linguistic meanings would be referred to as the literal,
semantic, or propositional meaning of a form, utterance, or text. Linguistic meanings
were said to reside in the use of phonology, sentence structure, and the lexicon and
context limited to that contained within a sentence. Cultural meanings referred to
concepts or notions that are culturally bound and only interpretable within a specific
speech community or culture (e.g., tapas, English breakfast). Currently, these would
be referred to as pragmatic meanings. Finally, individual meanings for Lado
referenced words or concepts that lay outside the culture per se, indexing personal
associations, such as when the word dog carries positive or negative connotations
based on an individual’s past experiences. With respect to these meanings, Lado
argued that language is based initially on the linguistic meanings of structures and
their combinations in an utterance, followed by other contextually bound meanings
(p. 6). His schematization appears in Fig. 1.

Despite Lado’s visionary depiction of “language” as a system of meaningful
communication among individuals, he prioritized discrete linguistic elements (pho-
nology, syntax, lexicon) of language use (reading, listening, speaking, writing) when
it came to assessment design. He thus organized assessments around discrete forms,
rather than around rich communicative situations in which layers of meanings could
be elicited and measured. Consequently, assessing the extent to which messages are

Fig. 1 Language, culture, and the individual (Lado 1961, p. 6)
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encoded semantically and communicated socially was secondary to the measure-
ment of the linguistic resources used to deliver these messages. This perspective
resulted in discrete-point assessments of forms and their associated meanings,
instead of assessments eliciting propositionally accurate, topically elaborated, and
situationally appropriate responses.

For example, in assessing phonological awareness through lexis, Lado presented
students with two pictures, each representing a lexical item chosen because they
happened to be minimal pairs (e.g., ship/sheep). Students then heard a word and
selected the correct answer. In testing the meaning of counterfactual if-clauses, he
presented examinees with a sentence and asked them to infer the correct proposi-
tional meaning of the sentence, based solely on the linguistic context, as seen below:

If the windows were closed, I would ask you to open them.
A) The windows are closed.
B) The student goes to the windows and opens them.
C) The student remains seated. (p. 158)

Given the minimal context, the inferencing needed to relate option (C) to the stem
seems greater than the inferencing needed to understand the stem.

When it came to assessment, Lado generally preferred restricting test input to
information that was “common knowledge in the culture where the language was
spoken” (p. 205) and restricting the questions to selected-response items. This was
based on the conviction that such restrictions would reduce the risk of introducing
extraneous factors into the measurement process through situational context. How-
ever, when it came to extended production tasks, he argued that extraneous factors
could be controlled to some extent by the use of rating scales revolving around
linguistic difficulties and the success of meaning conveyance. Interestingly, the
following language and meaning-based descriptors were used to rate the ability to
narrate a story based on a picture:

2 – Conveys a simple description completely and correctly.
Conveys the simple description completely and correctly, but elaborates, and in so doing,

makes some error, or error of vocabulary, grammar, or pronunciation – errors which interfere
little with the understandability of the utterance. (Lado 1961, p. 240)
0 – Conveys very little meaning.

Conveys the wrong meaning.
Makes errors, which obscure the meaning.
Says nothing. (Lado 1961, p. 241)

While Lado is best known for the measurement of linguistic forms with discrete-
point tasks, his conceptualization of L2 proficiency is clearly broader than that. From
the onset, he recognized the importance of meaning in communication and provided
recommendations for its measurement, not only in selected-response tasks, where
meanings associated with grammatical forms and sentential propositions were
assessed, but also in extended production tasks, where consideration was given to
the overall conveyance of meaning in responses and to the extent that grammatical
inaccuracy detracted from meaning conveyance. While much remained unspecified
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in Lado’s model regarding the types of meanings that were assessed or even the role
of topical knowledge in enabling meaning conveyance, his ideas on this topic were
insightful and, in my opinion, should have had a greater impact.

Carroll (1961/1972, 1968) also highlighted the role that meaning plays in lan-
guage assessment. He defined “language” as:

A system of ‘rules’ for generating utterances (or written representations thereof) that will be
accepted by members of a given speech community as ‘correct or ‘grammatical’ and
understood by them as having a possible semantic interpretation. (Carroll 1968, p. 47)

Like Lado, Carroll recommended that L2 knowledge be specified in terms of
linguistic forms, complemented by a semantic component. Unlike Lado, however,
he recommended that less attention be paid to discrete morphosyntactic and lexical
forms than to the “total effect of an utterance” or the “total meaning of the sentence”
(p. 37). As a result, he proposed that that measurement of discrete components of L2
knowledge be supplemented by performance tasks that require the integration of
components through connected discourse. Unfortunately, Carroll’s inclusion of a
meaning component in assessment was inconsistently applied in construct definition
and operationalization.

Oller (1979) significantly advanced the conversation on “meaning” by describing
“language” as both the interpretation and conveyance of factual content and the
transmission of emotive or affective meanings in language use. He maintained
“language is usually used to convey information about people, things, events,
ideas, states of affairs, and [emphasis in the original] attitudes toward all the
foregoing” (p. 17). He referred to the literal propositional meanings as the factive
information of language use expressed by “words, phrases, clauses and discourse”
(p. 33) and the psychological meanings of language use as emotive or affective
information often carried by phonology or gestures. The emotive features were seen
to “convey attitudes toward the asserted or implied state of affairs, [which] may
further code information concerning the way the speaker thinks the listener should
feel about those states of affairs” (p.18). Furthermore, according to Oller, the factive
and emotive information of communication was highly dependent on the context of
language use, which he referred to as (1) the linguistic context, consisting of the
verbal and gestural contexts of language use, and (2) the extralinguistic context,
involving the subjective and objective realities of “things, events, persons, ideas,
relationships, feelings, perceptions memories, and so forth” (p. 19). He then asserted,
“linguistic contexts are pragmatically mapped onto extralinguistic contexts, and vice
versa” (p. 19). In other words, the meaning of the combined linguistic forms of an
utterance (i.e., literal propositional meaning) is shaped by the pragmatic context in
which the utterance or text is expressed. Also, the pragmatic mappings are a result of
relating the propositional meanings of linguistic forms to extralinguistic context or
human experience. In sum, Oller’s farsighted conceptualization of L2 proficiency
took into account linguistic knowledge, factual or topical knowledge, pragmatic
knowledge (including emotive), and contextual features (extralinguistic) – a view
strikingly similar to some current conceptualizations of L2 proficiency.
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The following meaning recognition item illustrates how Oller attempted to
measure the examinee’s ability to decipher the meaning of the word dropped when
the literal meaning was extended to suit the context:

John dropped the letter in the mailbox.
A) John sent the letter.
B) John opened the letter.
C) John lost the letter.
D) John destroyed the letter. (Oller 1979, p. 46)

In other words, “dropping a letter in a mailbox” is assumed to mean sent, not let
fall, based on information in the context. Meaning extension here again derives from
the available distractors, as an option such as “put the letter in the mailbox” would
have been closer in meaning to the stem. Oller attempted to do the same in the
following inferencing item.

Man’s voice: Hello Mary. This is Mr. Smith at the office. Is Bill feeling any
better today?

Woman’s voice: Oh yes, Mr. Smith. He’s feeling much better now. But the
doctor says he’ll have to stay in bed until Monday.

Third voice: Where is Bill now?

A) At the office.
B) On his way to work.
C) Home in bed.
D) Away on vacation. (Oller 1979, p. 47)

Response (C) was also designed to measure the ability to decode meaning by
mapping it onto an extralinguistic context (i.e., implied pragmatic meanings) as
Bill’s location cannot be derived solely from the linguistic context of the input, but
from the presupposition that Bill’s bed is in his home (i.e., he could have a bed in his
office). Nonetheless, this item could have been a clearer example of meaning
extension had distractor (C) been worded At home.

This approach to assessment supported Oller’s proposal to use “integrative” or
“pragmatic” tests to measure a learner’s “pragmatic expectancy grammar,” defined
as a “psychologically real system that sequentially orders linguistic elements in time
and in relation to the extralinguistic contexts in meaningful ways” (p. 34). An
examinee would then display knowledge of pragmatic expectancy grammar by
“relating these sequences of linguistic elements via pragmatic mappings to extralin-
guistic context” (p. 38). Importantly, pragmatic expectancy grammar aimed to
connect the grammatical forms of an utterance, and the meaning expressed by this
utterance in context, to some extralinguistic reality by inferential (i.e., cognitive)
processes, thereby linking the utterance, I believe, to the individual’s prior experi-
ence, knowledge, agency, and intentionality. Oller’s position demonstrates a strong
rejection of the then-current Bloomfieldian (1933) approach to linguistic analysis
and formalism, reified by Chomsky (1957), where meaning was completely
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disregarded from linguistic analysis,2 in favor of a communication-based approach
to language use.

In terms of measurement, Oller also recommended scoring protocols that speci-
fied not just “how well the text conforms to discrete points of morphology and
syntax, but how well it expresses the author’s intended meaning” (p. 386) in a given
context, since judges always consider the communicative effectiveness of responses,
whether or not they are scored.

Oller can be credited for highlighting not only the literal propositional (factual)
and psychological (emotive/affective) content of utterances, encoded by linguistic
forms, but also how these utterances relate to both internal mental states (i.e.,
cognition) and extralinguistic context. His work is also credited for specifying
scoring methods that operationalize the assessment of propositional meaning con-
veyance in a variety of task types. Unfortunately, Oller never provided detailed
theoretical or operational definitions of factive and emotive meanings conveyed in
language use so that the quality of the factive information or the appropriateness of
the emotive information in responses could be systematically assessed. Nor did he
specify how test design could systematically account for extralinguistic context or
the cognitive components of L2 proficiency in response elicitation. Nonetheless,
Oller’s insightful and forward-thinking ideas on meaning foreshadowed later con-
ceptualizations of L2 proficiency.

Other testers have also highlighted the importance of meaning in language
assessment. Inspired by Hymes (1967, 1972), Savignon (1972), Halliday (1973),
Van Ek (1976), and Munby (1978), among others, Canale and Swain (1980) argued
that language competence should be conceptualized within a framework of commu-
nication, where the functional meaning of utterances is central to L2 proficiency. In
other words, priority was placed more on an individual’s ability to achieve a
communicative goal – to convey intended or functional meanings in context, than
on the capacity to communicate accurate or relevant propositional content within the
function. Secondary priority was given to an individual’s ability to communicate
with grammatical accuracy in ways that are socioculturally appropriate.

Canale and Swain’ model conceptualized communicative competence as “a
synthesis of knowledge of basic grammatical principles, knowledge of how the
language is used in social contexts to perform communicative functions, and knowl-
edge of how utterances and communicative functions can be combined according to
the principles of discourse” (p. 20). They defined this construct in terms of gram-
matical, sociolinguistic, and strategic competence – later discourse competence was
added (Canale 1983). While not the primary focus, the importance of meaning was
noted in many parts of the model. For example, grammatical competence was
defined in term of rules of semantics associated with “word meaning and sentence

2Surprisingly, the commitment to a syntactocentric approach to assessment, where only features of
the language are assessed for accuracy, complexity, range, and fluency, has persisted in many
assessments. As a result, the effective communication of propositions and the communicative
meanings associated with these propositions are often ignored in the measurement process.
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meaning” or the notion of “getting one’s point across” (p. 10) (i.e., propositional
meaning), and sociolinguistic competence was described as the sociocultural rules of
language use and the rules of discourse (i.e., pragmatic meaning) (see Halliday and
Hassan 1976; van Dijk 1977; Widdowson 1978). Canale and Swain further argued
that learners need to know both sets of rules in order to appropriately express and
understand meanings, especially when there is a “low level of transparency between
the literal meaning of an utterance and the speakers’ intended meaning” (p. 30) – in
other words, in situations where the propositional content of utterances along with
the communicative intents can be derived only from situational factors. Canale and
Swain explained that the sociocultural rules of language use made possible the
expression and interpretation of appropriate attitudes and registers within sociocul-
tural contexts and that the discourse rules3 allowed for the expression and interpre-
tation of cohesion and coherence. Cohesive rules related forms to different types of
referential meanings in texts,4 while coherence rules related propositions and their
communicative functions in sequenced discourse to implied rhetorical meanings in
text. To exemplify, consider the implied rhetorical meanings created in following
discourse sequence.

Dialogue
Functional (and
propositional) meanings Implied rhetorical meanings (coherence)

A) That’s the
telephone

Device identification (The
phone is ringing)

Implied request (Can you answer the
phone?)

B) I’m in the bath Expression of location (I’m
in the tub, presumably taking
a bath)

Implied refusal (I’m taking a bath so I
can’t answer the phone)

A) OK (Data from
Widdowson 1978,
p. 29)

Acknowledgment
(I acknowledge you are in
the tub taking a bath)

Implied acceptance of refusal
(I acknowledge you can’t answer the
phone); implied response to request (I’ll
answer it)

Canale and Swain’s widely accepted model significantly broadened our under-
standing of the individual components of communicative competence and helped
further the shift in assessment from a focus on grammatical forms to an emphasis on
functional meanings in social interaction. It also highlighted, at least theoretically,
the need to consider the sociolinguistic meanings carried by utterances, where an
assessment might measure sociocultural appropriateness. Finally, it underscored the
need to account for the rhetorical meanings encoded in cohesion and coherence.
Although this model downplayed the role of topical knowledge and context in

3Canale (1983) later recognized that the rules of discourse might better be separated from the
sociocultural rules of language use. Thus, he broadened the original conceptualization of commu-
nicative competence to include grammatical, sociolinguistic, and discourse competence and the
cognitive component of language use, strategic competence.
4For example, anaphoric reference to relate the pronoun, him, to a referent, boy, or the logical
connector, then, to relate temporality between clauses.

42 J.E. Purpura



functional proficiency, it still inspired other testers to refine later notions of commu-
nicative competence as a basis for assessment.

Major Contributions

Influenced by Canale and Swain (1980) and many others, Bachman (1990) proposed
a model of communicative language ability framed within the notion of language
use. This model was later refined in Bachman and Palmer (1996, 2010). In this
model, meaning played a prominent role. Bachman and Palmer (2010) defined
“language use”:

. . .as the creation and interpretation of intended meanings in discourse by an individual, or as
the dynamic and interactive negotiation of meaning between two or more individuals in a
particular situation. In using language to express, interpret, or negotiate intended meanings,
language users create discourse. This discourse derives meaning not only from utterances or
texts themselves, but, more importantly, from the ways in which utterances and texts relate to
the characteristics of a particular language use situation. (p. 14)

While Canale and Swain limited their discussion to a language user’s “commu-
nicative competence,” defined in terms of language knowledge components and
strategic competence, Bachman and Palmer (2010) significantly broadened the
construct by arguing that in addition to language knowledge, language users in the
act of communication need to engage their topical knowledge, affective schemata,
and strategic competence when presented with some real-life or assessment task.
They further argued that it is the interaction between an individual’s language
knowledge and these other factors that enable the user to create and understand
meanings through discourse. While Bachman and Palmer never really provided an
explicit definition of “meaning” in their model, they engaged in a compelling
discussion of the knowledge components underpinning the creation and comprehen-
sion of meanings in discourse.

Bachman and Palmer’s (2010) comprehensive description of language use
consisted of language knowledge, topical knowledge, affective schemata, strategic
competence, and other personal attributes; however, I will limit this discussion to an
examination of language and topical knowledge given their role in the communica-
tion of meaning.

Bachman and Palmer conceptualized language knowledge as the interactions
between organizational and pragmatic knowledge. Organizational knowledge was
defined as (1) the knowledge that users need to produce or interpret spoken and
written utterances to construct meaning – i.e., grammatical knowledge, or knowl-
edge of vocabulary, syntax, phonology, graphology, and (2) the knowledge they
need to organize these utterances into coherent spoken or written texts – i.e., textual
knowledge, or knowledge of cohesion and rhetorical/conversational organization.
Although they did not explicitly frame organizational knowledge in terms of forms
and their associated meanings, they alluded to these two dimensions in discussing
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scoring. For example, when a Spanish learner says *hers dogs instead of her dogs,
the incorrect utterance reveals his knowledge of cohesive meaning (correct reference
to a female) and lack of knowledge of cohesive form (possessive adjectives do not
agree with nouns in number in English). Therefore, in these cases, they
recommended assigning one point to meaning and zero to form.

The second component of language knowledge in this model, pragmatic knowl-
edge, was defined as the mental representations needed to “enable users to create or
interpret discourse by relating utterances or sentences and texts to their meanings, to
the intentions of language users, and to the relevant characteristics of the language
use setting” (Bachman and Palmer 2010, p. 46). Pragmatic knowledge was further
defined in terms of functional and sociolinguistic knowledge. Both components deal
with meaning on some level.

Functional knowledge was said to “enable us to [express and] interpret relation-
ships between utterances or sentences and texts and the intentions of language users”
(Bachman and Palmer 2010, p. 46) in order to accomplish some communicative goal
in context. Interestingly, this definition characterizes functional knowledge as a
feature of the co-construction of communicative goal between two or more individ-
uals, rather than as an attribute of a single user’s communicative intentionality. As a
result, a learner might be seen as demonstrating evidence of functional knowledge by
responding to a friend’s question Can I give you some more wine, with Sure, pour
away, instead of Yes, you are strong enough to lift the bottle. In this context, the
learner interpreted her friend’s question as an indirect offer, rather than a query about
ability, thereby achieving communicative success. If she had responded with a
confirmation of ability, rather than an acceptance, this might have confused the
interlocutor, resulting in communicative failure (i.e., lack of functional knowledge),
unless, of course, she was intentionally being sarcastic. Thus, functional knowledge
enables users to utilize context, as minimal as it is, to reassign meaning from a literal
proposition (can = ability) to an intended meaning (can = request), or even to an
implicated meaning (can = sarcasm) based on the communicative function of the
utterance in discourse. Functional knowledge is thus seen as enabling users to get
things done through language (van Dijk 1977).

Drawing on Halliday (1973) and Halliday and Hasan (1976), Bachman and
Palmer identified four categories of functional knowledge that permit users to
communicate joint intentions: knowledge of ideational functions (i.e., use of func-
tions to relate ideas related of the real world – informing), knowledge of manipulative
functions (i.e., use of functions to impact the world around us – requesting),
knowledge of heuristic functions (i.e., use of functions to extend their knowledge
of the world – problem-solving), and knowledge of imaginative functions (i.e., use of
functions related to imagination or aesthetics – joking). In each case, a user would be
judged on her ability to perform these functions.

Functional knowledge thus embodies the mental structures needed to communi-
cate contextually relevant intentions between users with respect to the four commu-
nicative goals. It also enables users to get things done through language, thus
explaining its operationalization in assessments as can-do statements. What remains
unclear is the role that propositional content plays in expressing the four functions.
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It would not be hard to imagine a situation in which learners can use the L2
accurately (grammatical knowledge) to summarize a story (functional knowledge),
but the information in the summary (propositional knowledge through content) is
inaccurate. In other words, it seems possible to demonstrate functional knowledge
without displaying topical knowledge. Also unclear is the role that context plays in
the expression or interpretation of functional knowledge. For instance, the interpre-
tation of an indirect request (manipulative function) or a joke (imaginative function)
depends on context for meaning conveyance, in addition to topic. So, given that
meaning in these instances is derivable primarily, and sometimes uniquely, from
features of context, is it possible to communicate functional knowledge without
accurate or relevant topical content related to these contextual features? I would
argue then that assessments based solely on functional proficiency provide only a
partial estimate of a person’s proficiency and one that can result in
miscommunication.

Bachman and Palmer then defined sociolinguistic knowledge as the mental
structures required to “enable us to create and understand language appropriate to
a particular language use settings” (p. 47). Sociolinguistic knowledge targeted the
user’s capacity to use genres, dialects/varieties, registers, natural or idiomatic
expressions, and cultural references or figures of speech appropriately in context.
Thus, users able to use register appropriately and flexibly in formal contexts would
be scored high for appropriate and wide knowledge of registers. The sociolinguistic
component emphasized a user’s “sensitivity” to register variations, natural or con-
ventional expressions, and other linguistic features with relation to their appropriate
use in context. Of note, however, is that this component is framed in terms of user
sensitivity to these features, rather than in terms of the user’s ability to recognize and
transmit these implicit meanings in context.

Implicit in Bachman and Palmer’s notion of sociolinguistic knowledge is first the
inherent potential that users have for extending meaning beyond what is literally
indexed in discourse. For example, the ability to use the expression Your wish is my
command appropriately in context extends beyond an understanding of the literal
propositional or functional meanings of the expression; it also presupposes an under-
standing of the context of language use as it relates to the transmission of sociocultural
meaning (genie in a bottle) and sociolinguistic meaning – power (unequal), imposition
(no limits), and distance (near). Although Bachman and Palmer did not frame socio-
linguistic knowledge in terms of meaning, their model clearly highlighted the impor-
tance of sociolinguistic knowledge as a feature of language use and provided a basis
for further work on the assessment of pragmatic ability.

One of the most interesting features of Bachman and Palmer’s (2010) work in
terms of meaning, however, was their discussion of topical knowledge as a consid-
eration in assessment design and operationalization. While previous researchers
vaguely referred to propositional content encoded in messages, Bachman and Palmer
provided a compelling discussion of what topical knowledge refers to, how it
interacts with other features of language use, and how it might be assessed.

They defined topical knowledge (also referred to in the literature as content
knowledge, knowledge schemata, real-world knowledge, overall literal semantic
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meaning, propositional content, or background knowledge) as knowledge structures
in long-term memory (LTM) – unfortunately without further specification. They
argued that topical knowledge is critical to language use because it provides the
information needed to use language with reference to the real world and, I would
add, with reference to an individual’s internal world, as in creative expression. They
stated that while topical knowledge is separate from language ability, it is still
“involved in all language use” (p. 41) and is a factor in all test performance. They
also maintained that since “it may not be possible to completely isolate language
ability from topical knowledge in some test tasks, no matter how we score test
takers’ responses” (p. 325), testers should consider topical knowledge in assessment.
Finally, they added that when an individual’s topical knowledge interacts with the
topical content in task completion, it impacts difficulty.

To disentangle the relationship between language ability and topical knowledge
in test design, Bachman and Palmer offered three specification options:

1. Define the construct solely in terms of language ability.
2. Define language ability and topical knowledge as a single construct.
3. Define language ability and topical knowledge as separate constructs (p. 217).

Option 1 refers to assessment contexts making claims only about a component of
L2 ability – e.g., knowledge of form. This might involve tasks focusing only on the
measurement of form (with the topical meaning dimension being controlled) – e.g.,
when examinees are asked to choose among allophones (/t/, /d/, /id/) or among
different verb forms (enjoy + work, works, working). In these cases, most testers
would argue that topical knowledge is not part of the construct; thus, only one
component of L2 knowledge (i.e., knowledge of form) would be scored. I would
argue, however, that topical knowledge, in the form of metalinguistic knowledge,
would be engaged – even if it is implicit knowledge. Option 2 refers to contexts
making claims about L2 ability and topical knowledge as part of the same construct –
e.g., when an international teaching assistant, assumed to have the required topical
knowledge for task completion, must give a presentation in the L2. Only one score is
taken and interpreted as the ability to use L2 and topical knowledge to teach. This
option confounds language ability and topical knowledge, as scores could be affected
by deficiencies in either. Finally, option 3 refers to contexts making claims about both
L2 ability and topical knowledge as different constructs – e.g., in language for specific
purposes (LSP) contexts, where examinees need to display their ability to use L2
ability to communicate disciplinary content – e.g., an analysis of food chains in an
ecosystem. In this case, topical knowledge is conceptualized as drawing on explicit
declarative memory or, I might add, a network of facts, concepts, principles, and rules
in semantic memory that are assumed to be separate from language ability. Bachman
and Palmer provided an example of a rubric [only partially presented] designed to
measure topical knowledge in this context.

46 J.E. Purpura



Levels of knowledge/
mastery Description

4 complete Evidence of: complete knowledge of relevant topical information

Range: evidence of unlimited range of relevant topical information

Accuracy: evidence of complete accuracy throughout range

2 moderate Evidence of: moderate knowledge of relevant topical information

Range: medium

Accuracy: moderate to good accuracy within range (Bachman and
Palmer 2010, p. 352)

While Bachman and Palmer’s model greatly advanced our understanding of
topical knowledge in L2 assessment, several questions remain. The first relates to
the composition of knowledge structures related to topical knowledge in LTM. Are
these knowledge structures limited to a semantic memory for factual or disciplinary
knowledge (Dehn 2008), or might these assessments require examinees to draw on
other memory sources in task completion? A second question concerns the relation-
ship between topical and L2 knowledge. If topical knowledge is needed to generate
and understand propositions encoded in language, is it actually possible to commu-
nicate without topical knowledge? And is it ever possible to assess L2 knowledge
without some form of topical knowledge? Similarly, is it possible to have pragmatic
ability without knowledge of the contextual situation (episodic memory) (Dehn
2008)? Finally, if communicative language ability always includes topical knowl-
edge on some level, along with L2 knowledge, contextual understandings, and
cognitive processing factors, then shouldn’t these four features always be specified
in assessment tasks involving communication? After all, each can potentially mod-
erate L2 performance. In Fig. 2 I have attempted to schematize design considerations
relating to context, topical content, language, and cognition/disposition as potential
moderators of L2 proficiency in task engagement.

Building on Bachman and Palmer (1996) and Chapelle’s (1998) interactionist
approach to construct definition, Douglas (2000) reexamined the role of meaning by
problematizing the relationship between background knowledge and L2 ability in
the context of LSP assessment. He argued that in LSP contexts, an examinee’s
background knowledge was, in addition to L2 knowledge and strategic competence,
a critical contributor to specific purpose language ability (SPLA). As a result, he
defined background knowledge as part of the SPLA construct. Douglas defined
background knowledge as “frames of reference based on past experience” (p. 35)
within a discourse domain – a conceptualization reminiscent of what Baddeley et al.
(2009) refer to as semantic declarative memory (i.e., factual knowledge) and epi-
sodic memory (i.e., experiential knowledge) associated with past contexts, events,
and episodes related to LSP contexts. This insight, in my view, extends to all L2
assessments, as prior topical knowledge on some level is fundamental to meaning
making. What, I believe, will fluctuate in L2 use (and in assessments) is the type of
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topical knowledge needed to communicate (e.g., disciplinary knowledge, autobio-
graphical knowledge, situational knowledge), but certainly communication is
impossible with no topical knowledge or flawed topical knowledge.

Finally, Douglas noted that even when LSP assessments are successful in engag-
ing SPLA, performance on these tests is far too often based on scoring criteria
revolving around the grammatical features of the output (e.g., intelligibility, fluency,
grammatical accuracy, lexical appropriateness), rather than on “aspects of commu-
nicative language ability [. . .] deemed to be important” (p. 279) for inferences about
SPLA. In other words, assessment criteria failed to target the examinees’ ability to
perform functions in LSP contexts that measure L2 ability in conjunction with
critical aspects of disciplinary knowledge.

Building on prior research, Purpura (2004, 2014a, 2016) offered a slightly
different conceptualization of L2 proficiency in which the ability to communicate
meanings in some domain of L2 use depends upon the interaction between the
context of language use, language knowledge, topical knowledge, and the socio-
cognitive and dispositional resources of task engagement, as seen in Fig. 2. In this
conceptualization, meaning and meaning conveyance are seen as the cornerstone of
L2 proficiency. This depiction of L2 proficiency is based on the assumption that
proficiency, sampled as the simple utterance of a sentence with beginners to highly
nuanced communication, requires a network of resources that enable users to
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Sociocognitive 
(individually or with 
others)
• Architecture: 

memory capacity
• Functionality: 

strategic 
processing

Dispositional/Psych
ological
• Engagement
• Effort
• Anxiety

Adapted from 
Purpura (2014b)

Semantico-
Grammatical 
Knowledge
• Knowledge of forms 

& associated 
semantic meanings

• Propositional 
Knowledge

(topical meanings)

Pragmatic Knowledge
• Functional 

Knowledge 
(intended or 
functional meanings)

• Implicational 
Knowledge

(implied meanings)

Adapted from Purpura 
(2004, 2014a)

Explicit Semantic Memory
• Access to ideas, facts, 

concepts, principles, rules, 
scripts, frames, & habits of 
mind for solving problems

• Access to networks 
organized in categories, 
classifications, hierarchies, 
associations, & schemas

Explicit Episodic Memory
• Access to episodes, 

states, situations, or 
events experienced in 
real life or vicariously

Implicit Memory 
• Access to steps,

algorithms based on 
proceduralized 
performance

Autobiographical Memory 
• Access to facts about 

ourselves & past (also 
involves semantic & 
episodic memory)

Visuo-Spatial Memory 
• Access to mental 
images, objects, or
locations

Adapted from Baddeley, 
Eysenck, & Anderson (2009)

GENERAL CONSIDERATIONS
• Purpose: Assess ability to…
• Link to standards: CEFR, ACTFL..
• Domain of generalization: Social-
interpersonal, social-transactional, 
academic, professional, combination

TASK CONSIDERATIONS (related to
the input & expected response)
• Setting of task: location
• Event within setting: discursive practice

• Participatory roles: symmetry
• Topic of communication: topical 
expectations

• Task goal(s) or functions: to…
• Subtask goal(s) or functions: to…
• Sociolinguistic considerations:
formality, politeness expectations

• Sociocultural considerations:
cultural expectations (time)

• Psychological considerations: 
emotionality, stance

• Rhetorical considerations: structuring 
expectations, coherence

• Interactional considerations: structuring 
expectations (openings) 

• Semantico-grammatical considerations:
forms, meanings

• Sociocognitive considerations: cognitive load 
expectations, processability—rate of recall, 
audio processing, fluid reasoning

• Dispositional considerations: level of 
engagement

ExpEE licit SeSS manticii MeMM moryr
• Access to idedd asaa , faff ctstt ,

concepe tstt , principi lell s, rules,
scripi tstt , frff ames, & habitstt ofo
mind fd off r solving problems

• Access to networkrr skk
organr izii ed in categoe ries,
classaa ifications, hierarchies, 
assaa ociations, & schemas

ExpEE licit EpEE isii odidd c MeMM moryr
• Access to epe isodedd s,

states, situations, or
eventstt expx erienced in 
real lifeff or vicariouslyll

ImII pm licii it MeMM moryr
• Access to stepse ,

algol rithtt ms basaa ed on
proceduralizii ed 
perfr off rmance

Autobtt iographicii al MeMM moryr
• Access to faff ctstt about

ourselvesee & pasaa t (a(( lsll o
involves semantic &
epe isi odidd c memoryr )yy

ViVV sii uo-S- paSS tial MeMM moryr
• Access to mental
images, objb ectstt , or
locations

Adapted fd rff om Baddeley,
EyEE syy enck, & Anderson (2009(( )9

Fig. 2 Representations of context, content, language, and cognition as potential moderators of L2
proficiency in task engagement
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express, understand, dynamically co-construct, negotiate, and repair meanings,
knowledge, and action, often in goal-oriented interaction. It also acknowledges the
risks associated with meaning-related conversational breakdowns or flat-out mis-
communications, due not only to semantico-grammatical deficiencies but also and
more insidiously to pragmatic infelicities, which can easily lead to mutual misjudg-
ment of intentions and abilities, miscommunication, and even cultural stereotyping
(Gumperz 1999), which could ultimately promote linguistic manipulation, discrim-
ination, and social inequity.

For example, considering a situation in which two L2 colleagues are preparing a
presentation together in a café, successful communication would require (1) an
understanding of the communicative goals and the sociocultural context of the
meeting (situational understandings), (2) the use of semantico-grammatical
resources (forms and semantic meanings), (3) the exchange of topical information
(propositional meanings), (4) the accomplishment of interactional goals in talk-in-
interaction (functional meanings), and (5) the nuanced communication of other
implicated meanings relevant to the context (pragmatic inferences), such as a
sense of camaraderie, collaboration, and comity. Finally, the ability to integrate
these components in the goal achievement depends upon the users’ (6) socio-
cognitive mechanisms relating to the brain’s architecture (e.g., memory), its func-
tionality through processing (e.g., strategies), and (7) other dispositional factors
(e.g., engagement, effort, attitude) (Purpura 2014b). In sum, successful communi-
cation in this context involves a complex network of interacting competencies,
which can be assessed independently or as a whole, but each can potentially
contribute to score variability.

In this meaning-oriented model of L2 proficiency, L2 knowledge depends on two
mental assets: semantico-grammatical knowledge and pragmatic knowledge, both
inextricably linked at the level of meaning in communication. Semantico-grammat-
ical knowledge involves a user’s knowledge of grammatical forms and their associ-
ated semantic meanings on the one hand and their ability to use these forms together
to convey literal propositional or topical meaning. Knowledge of grammatical forms
involves linguistic features at both the (sub)sentential (i.e., phonological/grapholog-
ical, lexical, morphosyntactic forms) and the discourse levels (i.e., cohesive, infor-
mation management, interactional forms). Knowledge of these forms has often been
assessed in terms of accuracy or precision, range, or complexity or can also be
inferred through characterizations of L2 production (i.e., percentage of error-free
clauses) (see Ellis and Barkhuizen 2005).

Semantic meaning (also referred to as grammatical or literal meaning) is more
complex. At the subsentential level, it encompasses the literal or propositional
meaning(s) associated with individual forms. For example, semantic meaning on
the subsentential level can be associated with the dictionary meaning of a lexical
item, the morphosyntactic meaning of a past tense form (= past time, completed
action), the referential meaning of a cohesive form (hence = conclusion), or the
interactional meaning of a discourse marker (anyway = topic shift marker).

At the sentential level, however, grammatical forms along with their semantic
meaning(s), arranged in syntax, conspire to produce the literal propositional or
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topical meaning of the utterance. Literal propositional meaning encodes the topical
content of a message and is often referred to as factual, literal, topical, subject
matter, domain specific, or disciplinary content. Propositional meaning references
subject matter literality, truth-conditional literality, or context-free literality (Gibbs
1994) and is available in LTM through topical knowledge by accessing (1) explicit
semantic memory of facts, concepts, ideas, principles, rules, scripts, frames, or
algorithms; (2) explicit episodic memory of states, episodes, situations, or experi-
enced events; (3) autobiographic memory (Baddeley et al. 2009); and so forth (See
Fig. 2). Some testers have vaguely referred to this as “general background knowl-
edge.” Interestingly, the literal propositional meaning of an utterance is its default
meaning, especially when insufficient extralinguistic context is available for inter-
pretation. Literal propositional meaning can be a source of ambiguity in indirect
speech and is, amusingly, a critical part of puns (e.g., A boiled egg in the morning is
hard to beat). With additional context, however, ambiguous propositional meanings
often give way to the speaker’s functional meaning in context for interpretation.
Finally, the ability to convey propositional meaning depends on the user’s ability to
relate conceptual mappings available in LTM to situative contexts in order to
generate propositional content (Pellegrino et al. 2001).

The propositional meaning of utterances or texts is often measured in terms of
meaningfulness or content control, referring to the extent to which a user gets her
message across, or the degree to which the topical content is accurate, relevant,
sufficiently elaborated, and original. Propositional meaning can also be measured
through comprehension, or the extent to which the topical meaning of the message
or text is understood. Thus, the propositional or topical meaningfulness of utterances
or texts encodes the user’s expression or comprehension of content as it reflects a
felicitous representation of the real world. Finally, in some assessment contexts,
propositional meaningfulness is assessed via L2 production features such as the
number of idea units encoded in texts (see Zaki and Ellis 1999).

The current scoring guide for the speaking section of the TOEFL Primary (ETS)
provides a good example of how propositional knowledge has been operationalized
in their scale descriptors.

Language use, content, and delivery descriptors (TOEFL Primary)

The test taker fully achieves the communicative goal

A typical response at the 5 levels is characterized by the following

The meaning is clear. Grammar and word choice are effectively used. Minor errors do not affect
task achievement. Coherence may be assisted by the use of connecting devices

The response is full and complete. Events are described accurately and are easy to follow

Speech is fluid with a fairly smooth, confident rate of delivery. It contains few errors in
pronunciation and intonation. It requires little or no listener effort for comprehension (italics
added)

Pragmatic knowledge is the second component in this model and refers to
knowledge structures that enable learners to utilize contextual factors such speech
acts, indexicals, presuppositions, situational and cultural implicatures, and conver-
sational and textual structuring to understand, express, co-construct, or negotiate
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meanings beyond what is explicitly stated by the propositional meaning of the
utterance. Pragmatic knowledge is multifaceted, but, for measurement purposes,
can be defined in terms of the mental resources related to the communication of
functional and implied or implicated meanings in language use. Thus, pragmatic
knowledge depends on both a person’s functional knowledge and her implicational
knowledge. So, when a person wanting salt in a restaurant decides to formulate a
message about this desire, her linguistic expression of it encodes the propositional
meaning of the utterance. Simultaneously, her message in this context functions as a
request, thereby encoding her agency and intentionality (Bloom and Tinkler 2001); it
encodes functional meaning. The ability to understand and comprehend functional
meanings in talk and text then depends on a person’s functional knowledge, a critical
component of pragmatic knowledge. Finally, as functional knowledge allows us to
use messages to get things done in communication, this core competence has been
operationalized to generate functional performance descriptors of L2 proficiency as
seen in the can-do statements of the CEFR (Council of Europe 2001) (http://www.
coe.int/en/web/portal/home), the TESOL Pre-K-12 Proficiency Standards Frame-
work (TESOL 2006) (http://www.tesol.org/advance-the-field/standards/prek-12-
english-language-proficiency-standards, the American Council on the Teaching of
Foreign Languages guidelines (https://www.actfl.org/publications/guidelines-and-
manuals/actfl-performance-descriptors-language-learners), and the Canadian Lan-
guage Benchmarks (2012) (http://www.language.ca).

More interestingly, pragmatic knowledge also involves knowledge structures that
enable learners to simultaneously encode, onto these same utterances or texts, a wide
range of meanings that are implicated by shared presuppositions, experiences, and
associations with reference to the communicative situation. This can be done
through the select use of verbal and nonverbal resources in conjunction with a
range of contextual factors. The ability to understand and comprehend these implied
meanings in talk and text then depends on a person’s implicational knowledge,
another critical component of pragmatic knowledge. For example, the person in
the restaurant, mentioned above, had a choice of making her request for salt in
several ways. She could have been friendly, patient, and witty or aloof, demanding,
and snide. These meanings can all be encoded in the simple request for salt. Given
the complexities of pragmatic inference, these meanings often pose a serious chal-
lenge to L2 speakers and are clearly associated with L2 proficiency. In Fig. 3, I have
identified the following seven types of implied pragmatic meanings encoded in talk
and text (adapted from Purpura 2004, p. 91):

• Situational meanings5: based on understandings of the local context of situation
(i.e., how to communicate meanings specific to a given situation) – e.g., accept-
able, appropriate, natural, and/or conventional use of indirect functions,

5In Purpura (2004) the term contextual meanings was used. The term situational meaning is now
preferred as it attempts to codify meaning extensions derivable only from the local speech event
(i.e., you had to be there to get it).
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interpersonal references or associations, figures of speech, proverbs, and situa-
tional and formulaic implicatures

• Sociolinguistic meanings: based on understandings of the social norms, assump-
tions, preferences, and expectations within a specific speech community (i.e.,
how to communicate with a given person in a given social context) – e.g.,
acceptable, appropriate, and conventional use of social deixis (group identity
markers), politeness (relative power, degree of imposition, social distance), reg-
isters, varieties, etc.

• Sociocultural/intercultural meanings6: based on understandings of the conver-
gent or divergent assumptions, norms, values, preferences, and expectations
across different demographic and linguistic cultures (how to communicate within
a given culture or across cultures) – e.g., acceptable, appropriate, and conven-
tional use of topic, humor, gratitude, regret, and criticism; avoidance of
taboos; etc.

Semantico-
Grammatical

(SG) Knowledge

Knowledge of 
Semantic 
Meanings

Knowledge of 
Grammatical

Forms

Pragmatic Knowledge (meanings derivable mainly from context)

Use of S-G resources in conjunction with topical 
knowledge, contextual factors, & sociocognitive abilities 
to express, understand, co-construct or negotiate the 
following contextually linked implied meanings:
• Situational meanings: interpersonal references, 
metonymy, figurative meanings, proverbs, situational & 
formulaic implicatures relevant to a local context 
• Sociolinguistic meanings: linked to social norms, 
assumptions, preferences & expectations--social deixis 
(group identity markers), politeness, registers, varieties.
• Sociocultural/Intercultural meanings: linked to 
convergent/divergent assumptions, norms, values, 
preferences, & expectations across different 
demographic & linguistic cultures—dinner topics, 
humor, apologizing
• Psychological meanings: linked to attitudinal & 
affective stance—humor, sarcasm, anger, deference
• Literary meanings: linked to aesthetic imagination, 
fantasy, embellishment, exaggeration, figures of speech
• Rhetorical meanings: linked to textual structuring 
practices, genres, discourse modes, coherence
• Interactional meanings: linked to conversational 
structuring or sequencing practices, turn-taking, repair 

Knowledge of forms & 
their associated literal 
(or sometimes 
pragmatic) meanings at 
the (sub)sentential & 
discourse levels
• Phonological & 
graphological,
• Lexical 
• Morphosyntactic
• Cohesive
• Information 
managerial
• Interactional

Ability to combine 
forms & meanings 
into propositions to 
express, interpret, 
co-construct, &
negotiate literal,
propositional, or 

topical meanings in 
messages & texts

Use of S-G resources, in 
conjunction with topical 
knowledge, contextual 
factors, & sociocognitive 
abilities to express, 
interpret, co-construct or 
negotiate literal 
propositional or topical 
content
• subject-matter literality
• truth-conditional 
literality
• context-free literality

Propositional/Top
ical/Content 
Knowledge 

Ability to use 
propositions to 

express/interpret agency 
or communicative 
intentionality (i.e., 

perform direct & indirect 
speech acts)

Functional Knowledge

Ability to use indexicals, 
presuppositions, & context of use to 

express, interpret, co-construct or 
negotiate extralinguistic or implied 
meanings encoded in propositional 

messages & texts

Implicational Knowledge

Use of S-G resources, in 
conjunction with topical 
knowledge, contextual 
factors, &
sociocognitive abilities 
to express, interpret, co-
construct or negotiate 
one’s agency & 
intentionality in 
performing direct or 
indirect communicative 
acts or language 
functions

Meaning-Oriented Conceptualization of Language Knowledge

Adapted from Purpura (2004, 2014a)

Fig. 3 Meaning-oriented model of L2 knowledge (Adapted from Purpura 2004)

6Purpura (2004) specified only sociocultural meanings; however, as L2 communication in global
contexts often involves speakers from diverse languages and cultures, the ability to understand and
express intercultural, cross-cultural, or transcultural meanings was considered a pragmatic
resource for intercultural communication.
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• Psychological meanings: based on understandings of affective stance (how to
communicate mood, attitudes, feelings, emotionality, and other dispositions) –
e.g., acceptable, appropriate, or conventional use of humor or sarcasm or the
conveyance of anger, deference, patience, affection, self-importance, etc.

• Literary meanings: based on understandings linked to aesthetic imagination,
fantasy, embellishment, exaggeration, and figures of speech – e.g., appropriate,
creative, and original use of literary conventions

• Rhetorical meanings: based on understandings of textual structuring practices,
genres, discourse modes, and coherence – e.g., acceptable, appropriate, and
conventional use of organizational patterns

• Interactional meanings: based on understandings of conversational structuring
practices, sequencing practices, turn-taking practices, and repair practices – e.g.,
acceptable, appropriate, natural, and conventional practices associated with con-
versational norms, assumptions, and expectations

To summarize, pragmatic knowledge refers to the mental structures underlying
the ability to communicate functional and other implicational meanings. The ability
to utilize these structures in the task completion, however, is more complex, as it
involves pragmatic ability, or the capacity to draw on semantico-grammatical
resources to express or interpret propositional meanings, which, when used in
situated interaction, carry contextually relevant layers of implicational meaning.
Since pragmatic knowledge is a fundamental component of L2 knowledge, prag-
matic ability is elicited in all contextualized language use no matter the level of L2
proficiency. The components of pragmatic knowledge can be assessed separately, or
in combination, for situational, sociolinguistic, sociocultural/intercultural, psycho-
logical, rhetorical, or interactional appropriateness, acceptability, naturalness, or
conventionality.

In most assessments, the contextual features needed for tasks to systematically
elicit implicational pragmatic meanings are often insufficient. An exception to this is
Grabowski’s study (2009), which investigated examinees’ ability to use three
implicational meanings (sociolinguistic, sociocultural, psychological) in the context
of a reciprocal role-play speaking task. The task prompt specified a particular social
role for each interlocutor to assume (e.g., neighbor-neighbor), a communicative goal
(e.g., get the neighbor to turn down the music at night), background information on
the relationship between the speakers (e.g., persistent tensions over noise), culturally
relevant information (e.g., values related to territorial rights, noise, and social
harmony), and information relevant to the interlocutors’ affective dispositions
(e.g., frustrated). Thus, the sociolinguistic considerations of task design involved
power distributions, social distance relationships, and absolute ranking of imposi-
tion; the sociocultural considerations addressed cultural norms, assumptions, and
expectations of the situation in the local culture; and the psychological consider-
ations involved a directive to assume a particular affective stance (e.g., frustration).
The test taker responses were scored for grammatical accuracy, semantic (proposi-
tional) meaningfulness, and sociolinguistic, sociocultural, and psychological appro-
priateness based on an analytic rubric. The results showed that, in fact, highly
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contextualized tasks could be used to systematically elicit propositional meanings
alongside a range of implicated pragmatic meanings, which could be consistently
scored and scaled across multiple proficiency levels.

The studies presented thus far have conceptualized meaning and meaning trans-
mission mostly from a sociocognitive approach, describing mental representations of
meaning (semantic, propositional, functional, and implicational) in the heads of
interlocutors as they communicate, so that individual performance consistencies
can be scored independently. However, according to proponents of the socio-
interactional approach to construct definition (described in Purpura 2016), the
sociocognitive approach fails to fully account for communicative success, since
communicative success involves the joint co-construction of relevant and appropri-
ate meanings that emerge from individuals interacting on a moment-by-moment
basis to perform some goal-oriented activity (McNamara 1997; He and Young
1998). In the sociointeractional approach, the capacity to communicate meaning is
not so much seen as ability within an individual than as the co-construction of
meanings created between interlocutors in interaction. Evidence of this is seen, for
example, when one interlocutor collaboratively finishes another’s sentence or when
interlocutors jointly contribute to the development of a topic when telling a story.
While it is true that the creation of meanings in interaction is often a joint product of
both interlocutors, it is also true that interlocutors avail themselves of individual
resources in the co-construction of these meanings. If one interlocutor has fewer
resources, the joint product is likely to suffer. Similarly, if sociocultural or
intercultural norms of participation require an asymmetrical pattern of interaction
(e.g., teacher-student), the joint co-construction of meanings is unlikely to emerge
effectively, possibly affecting test performance. Thus, the sociointeractional
approach might be better characterized as both a sociocultural and psychological
phenomenon, where successful meaning conveyance in interaction is located within
and across individuals inside sociocultural contexts.

These observations present testers with the conundrum of what to assess in
interaction. Do we attempt to assess each interlocutor’s capacity to express or
comprehend meanings; do we assess the meaningful product of co-construction
achieved by interlocutors; or do we assess both? While the idea of assessing only
the joint co-construction of meanings is problematic in most assessment contexts,
this approach has succeeded in highlighting the need to assess interactional practices
related to turn-taking, conversational structure, and so forth. In the end, the ability to
use these interactional practices appropriately (or not) in interaction encodes, as we
have seen, a host of pragmatic meanings (e.g., the sociocultural meaning of
interrupting inappropriately or the intercultural meaning associated with
translanguaging).

Finally, a focus on meaning has been the cornerstone of a task-based language
assessment (TBLA) approach to construct definition, where assessment revolves
around the examinee’s ability to use language meaningfully to accomplish tasks,
designed as contextualized, real-world activities (e.g., give a presentation).
According to Norris et al. (2017), these activities are also designed to require learners
to draw on complex cognitive skills and domain-related knowledge, typically
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aligned with a task-based language teaching (TBLT) pedagogical framework (Norris
2009). In TBLA, the competences needed to perform tasks are not drawn from a
theoretical model of L2 proficiency, but rather are taken from the specific knowl-
edge, skills, and abilities needed to accomplish the task at different performance
levels, what Jacoby and McNamara (1999) call “indigenous assessment criteria.”

Task accomplishment in TBLA has been assessed in many ways. Skehan (1998)
and most other SLA researchers have evaluated the extent to which the language
produced by examinees in task completion displays the linguistic features of com-
plexity, accuracy, and fluency. This syntactocentric focus is, in my view, confusing
given TBLA’s focus on meaning in task accomplishment and would be more
consistent with task-based pedagogy if this linguistic focus were complemented by
a meaning focus involving an examination of the propositional features of L2
production together with judgments relating to the examinee’s communicative
functional ability through the successful exchange of meaningful, relevant, and
original content. If more subtle characterizations of task completion were needed
or if the results of these assessments were used for formative purposes, then TBLA
rubrics would need to consider a pragmatic component. After all, we might have
completed the task, but in the process offended our interlocutors.

Finally, an excellent example of a task-based approach to measuring functional
communicative ability is seen in the English Language Section of Hong Kong’s
Curriculum and Development Institute, where assessment is organized around
criteria related to the accomplishment of a sequence of goal-oriented tasks. These
tasks required examinees to use language meaningfully to accomplish tasks they
would likely perform in real life. Interestingly, the assessment explicitly specified
general and task-specific assessment criteria related to the conveyance of meaning.
Evidence of general content control was defined in terms of topical relevance,
propositional appropriateness, topical coverage, and ideational creativity/original-
ity, as seen in Fig. 4.

General and Task-specific Criteria for Assessing

Subtask 2: Writing back to your email pal (Writing)
Task 1–The Most Beautiful Cities in the World

General criteria for assessing writing Task-specific criteria
Content—demonstrating
• relevance of ideas to the topic
• appropriateness of ideas
• substantive coverage
• creativity and originality of ideas

Content
• writer starts by thanking email pal for 

information on Seattle and asking for 
missing details

• writer describes Hong Kong
• no irrelevant or inappropriate content
• substantive content

Fig. 4 Task-based assessment criteria for content (http://cd1.edb.hkedcity.net/cd/eng/TBA_Eng_
Sec/web/seta.htm)
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Work-in-Progress

Several researchers are currently working on the role of meaning in language
assessments. Bae et al. (2016) have just published an interesting, although somewhat
controversial, paper on the role of content in writing assessment. Defining “content”
as “ideas or meaning expressed in writing” and as “the extent to which those ideas
are elaborated, developed, logical, consistent, interesting, and creative as well as
relevant to the task requirements” (p. 6), they examined the extent to which the
content ratings on an L2 writing assessment could be explained by vocabulary
diversity, text length, coherence, originality, and grammar. Modeling the direct and
indirect effects of these variables by means of structural equation modeling, they
found that a substantial proportion of the variability associated with original, reflec-
tive, and interpretative content could be explained by the sum of these five elements.
Thus, examinees displaying higher levels of content control produced more “orig-
inal, reflective, and interpretive texts,” thereby conveying greater levels of topical
understanding. Bae et al. concluded that in summative assessment contexts, where
practicality is always a concern, the assessment of the content alone provided an
empirically sound, meaningful, and sufficient measure of writing ability.

Timpe Laughlin et al. (2015), interested in developing an interactive pragmatics
learning tool for L2 learners of English in the workplace, provided a systematic and
comprehensive review of the role of pragmatics as a component of L2 communica-
tive language ability. This review offered a basis for rethinking the pragmatic
competence construct. Influenced by a meaning-oriented approach to pragmatic
competence, they proposed a model that addressed two fundamental features of
communication: interactive construction and context. They then explicitly specified
a meaning space in which two interlocutors in a given sociocultural and situational
context can be assessed on their display of five distinct but interrelated dimensions of
L2 knowledge. These include sociocultural knowledge, pragmatic-functional knowl-
edge, grammatical knowledge, discourse knowledge, and strategic knowledge.
Finally, they provided several interesting examples of task types that could be
used in the measurement and ultimate development of pragmatic-functional aware-
ness of L2 learners.

Finally, drawing on the Cognitively Based Assessment of, for, and as Learning
(CBAL™) project (Bennett 2010; Bennett and Gitomer 2009) at ETS and on Sabatini
and O’Reilly’s (2013) application of this work to reading literacy assessments,
Sabatini et al. (2016) proposed a technique for organizing online assessments to
measure the students’ ability to display and develop language and topical knowledge
while performing a tightly structured and topically coherent sequence of tasks
designed to guide them through the resolution of a goal-oriented problem within a
real-life scenario (Sabatini and O’Reilly 2013). These scenario-based assessments
thus endeavor to measure the extent to which learners, with different levels of
background knowledge, understand topical content in written (reading ability) and
spoken text (listening ability), develop deep language and topical understandings
with targeted assistance (the development of language and topical knowledge), and
then use the newly acquired topical information to perform writing and speaking
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tasks related to the scenario goal. This assessment is designed to reflect the multi-
faceted processes people use when working in a group to research and solve a
complex problem. For example, a scenario might ask an examinee, along with his
virtual group members, to enter a travel contest in which they have to submit a video-
recorded pitch of two possible educational trips. To complete this task, examinees
have to research websites and summarize the advantages and disadvantages of taking
these excursions, learn about their misunderstandings of the texts, remediate these
misunderstandings, synthesize the findings, prioritize the advantages over the dis-
advantages, and provide meaningful and content-responsible recommendations for
the best trip. This assessment thus provides a perfect opportunity for assessing the
display and development of L2 proficiency, topical knowledge, and reasoning skills
in which contextual factors, L2 resources, topical resources, sociocognitive, and
dispositional resources convene to play an explicit role in task achievement.

Problems and Difficulties

While many testers have recognized the critical role of language in expressing
meaning in assessments, only a few have endeavored to define the construct in
ways that would allow it to be measured systematically and meaningfully. This
comes as no surprise as researchers have had difficulty defining meaning and its
relationship to L2 proficiency. After all, two broad fields of linguistics, semantics
and pragmatics, have grappled with the meaning of meaning for centuries, with no
one coherent model. The fundamental challenge with meaning, in my opinion, is that
utterances expressed in context do not encode one meaning; they naturally encode
several layers of meaning as we have seen. Nonetheless, we all seem to recognize
successful communication when we see it.

To illustrate these complexities, consider, at the subsentential level, we can assess
the meaning of a phonological form (e.g., rising intonation to encode curiosity) or
the meaning of a morphosyntactic form (e.g., past conditional form to encode
regret). At the sentential level, we can assess the meaning of a proposition – a
statement that can be true or false. However, this becomes really interesting in L2
contexts when similar meanings across languages are not expressed in the same way.
For example, I dropped my pen in English would be My pen fell from me in Spanish
and I let my pen drop in French. Then, when these same messages are uttered in
context with other interlocutors, the mutually conveyance of meanings becomes
much more nuanced and complex. What the speaker said (propositional meaning)
and intended to communicate with the message (intended or functional meaning) is
overshadowed by what was achieved by the message (functional meaning) and what
was implied by it (implicational meanings). At this point, meanings depend on
pragmatic inferences based on contextual factors. On one level, meanings are
contingent upon the mental common ground they have established regarding a set
of propositions each speaker takes for granted in that context (Portner 2006) or a set
of shared contextual associations. For example, a speaker might use a proposition to
accomplish some action (e.g., invite), thereby encoding propositional and functional
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meaning. Similarly, she might also use the proposition to communicate nuanced
subtexts relating to the social or cultural context or to speaker’s psychological state
of mind. What is complex is that these meanings are simultaneously encoded in
contextualized utterances or texts.

The challenge then for testers is what meanings to assess and how to assess them.
The answer, of course, depends on the assessment purpose. However, as Grabowski
taught us, we can rest assured that by specifying the appropriate amount of context in
the input, it is indeed possible to assess only one or all these layers of meaning
systematically and meaningfully. The critical takeaway, then, is for testers to think
about what meanings they want to test and to score appropriately. Testers need also
to be conscious of the meanings they are assessing implicitly.

Future Directions

The field of L2 assessment has long engaged in debates about how to define
L2 knowledge and what components, other than L2 knowledge, contribute to L2
proficiency. Over the years, testers have learned to acknowledge how tasks, similar
to those examinees are likely to encounter in the real world, have served to engage
examinees cognitively in L2 use. This led Chapelle (1998) and Chalhoub-Deville
(2003) to conclude that in addition to trait considerations (L2 knowledge and
strategic competence), L2 performance assessments needed to seriously consider
context and interaction. This paper carries this a step further, arguing that topical
knowledge expressed through meaning conveyance is equally important and
should always be specified on some level. It also maintains that the complexity
of the construct and the challenges in eliciting meanings systematically should be
no excuse for ignoring one of the most fundamental features of communication and
therefore of L2 proficiency. In the end, we need to think about meaning in ways
that move beyond simple measures of vocabulary knowledge. L2 learners really
need to know if what they said, how accurately they said it, and what they
accomplished in saying it were effective or not. They also need to know if, in
communicating it, they were contextually, socially, culturally, emotionally, and
interactionally appropriate.

Cross-References

▶Assessing Students’ Content Knowledge and Language Proficiency
▶Cognitive Aspects of Language Assessment
▶Critical Language Testing
▶History of Language Testing
▶Task and Performance-Based Assessment
▶The Common European Framework of Reference (CEFR)
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Language Assessment in the US
Government
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Abstract
The US government is one of the first and most influential language assessment
organizations in the USA. With its foundation being the Interagency Language
Roundtable (ILR) Skill Level Descriptions, the US government has developed
and administered tests not only in proficiency skills (listening, reading, speaking,
writing) but led the way in performance testing (translation, audio translation, and
interpretation) and intercultural competence. The scope of testing in the US
government is tens of thousands of tests administered annually in hundreds of
languages. Important to the US government is its operational underpinnings; tests
are developed and administered to meet the missions of the agencies. US gov-
ernment agency scores are used to make a wide range of high-stakes decisions
that can impact not only the careers of the examinees but also the lives of people
the world over. Tight deadlines and limited resources, as well as changing needs
and complexities in language challenge government test developers. Research
regarding US government language-testing examines issues such as the relation-
ship between reading, writing and translation, rater characteristics, standard
setting, and other topics meant to improve the quality of language testing. In
recent years, the US government assessment programs have increased collabora-
tion among agencies leading to additional resources and helping each agency
better fulfill its mission.
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Introduction

Government testing programs span different types of agencies such as diplomatic,
military, clandestine, and investigative. These agencies are responsible for adminis-
tering their own language-testing programs, but they share resources and informa-
tion, often under the umbrella of the Interagency Language Roundtable (ILR). The
ILR provides a venue for agencies to exchange ideas, hold symposia, and share
research (Jones and Spolsky 1975; ILR 2016). The US government collectively
conducts tens of thousands of tests annually in nearly 200 languages, covering all
levels of proficiency. The government conducts tests in a range of skills: listening,
reading, speaking, writing, translation (including document, audio, and summary),
interpretation, and transcription.

US government language testing poses unique challenges. Testing is tailored to
operational needs that shift based on world events, impacting the types of tests
needed and requiring tight deadlines. US government language testing is high stakes
because it determines whether government personnel have a reliable ability to
perform the language tasks to support defense, diplomatic, national security, and
law enforcement needs. Testing programs meet these challenges by developing new
tests, as well as adapting and adopting available resources for assessments. Testing
not only impacts examinees but also the agency mission and, consequently, the
citizens the agencies serve.

Early Developments

In the US government, language learning and assessment programs have always
focused on practical needs stemming from current events, such as wars, terrorist acts,
and international events. Prior to the 1940s, the focus of language assessment was
classroom assessments of reading proficiency. It was localized in each agency, with
little interagency collaboration. The US involvement in World War II caused lan-
guage training and testing efforts to increase significantly, leading to resource
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sharing among agencies. Moreover, World War II shifted the focus of language
learning from reading to listening and speaking. Radio transmissions became an
integral part of wartime communication, leading to the need for foreign language
intercepts. More and more soldiers were being deployed overseas, requiring con-
versational abilities. To meet these changes, Kaulfers (1944) outlined a methodology
for aural and oral language evaluation, including rubrics and rating criteria. In 1949,
the US Army released the first standardized tests of proficiency in reading, listening,
writing, and grammar in 25 languages called the Army Language Tests (Pulliam and
Ich 1968) based on Kaulfer’s methodology.

The standardization of language testing also had an impact on language aptitude
testing. Before World War II, US military language course placement was deter-
mined by a combination of measures, including IQ tests, general language aptitude
tests, and tests of how well a person could speak a “first” language (Myron 1944).
These tests were found to be ineffective measures of language aptitude once
language training moved away from the translation method, leading to a formalized
aptitude assessment (Petersen and Al-Haik 1976). One of two early aptitude tests
was the Department of Defense’s Defense Language Aptitude Test (DLAT). The
Modern Language Aptitude Test (MLAT) followed the DLAT in 1959 and was
widely used by agencies in both the USA and Canada. In 1976, the DLAT was
revised, validated, and renamed the Defense Language Aptitude Battery (DLAB)
(Petersen and Al-Haik 1976).

Before long, the Army Language Tests released in 1949 needed updating and in
1954 the Army Language School (now the Defense Language Institute Foreign
Language Center (DLIFLC)) constructed the Defense Language Proficiency Tests
(Pulliam and Ich 1968). Meanwhile, in 1952, the US Civil Service Commission was
tasked with inventorying the language abilities of government employees across
agencies, requiring standardized assessment criteria. Government personnel
included native speakers, heritage speakers, and language learners, so a way to
assess language proficiency regardless of how the language ability was attained
was critical. The US government developed its own standardized criteria since no
such criteria were found in academia (Herzog 2003; Jones and Spolsky 1975; Lowe
1985). The US Foreign Service Institute (FSI) of the Department of State came up
with the first rating scale of functional language ability, with score levels 1–6. An
independent testing office at FSI, established in 1958, extrapolated a format for
reliable speaking testing from these criteria known as the “FSI test.” In 1968, other
US government agencies collaborated with FSI to develop and expand the criteria to
cover speaking, listening, reading, and writing. This project resulted in the
Interagency Language Roundtable (ILR) Skill Level Descriptions. Subsequently,
federal government agencies worked to update and develop additional language tests
based on the ILR. In particular, the FSI test was adapted for general proficiency use,
expanding its breadth from the original FSI-focused scope, by a number of agencies
and became known as the Oral Proficiency Interview (OPI) (Lowe 1988).

As the ILR Skill Level Descriptions were more broadly implemented across
agencies, they received feedback and underwent revisions. The ILR scale adopted
“plus” levels, which indicated language users with an ability that substantially
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exceeded the base level, yet did not fully meet the next higher level. In 1985, the US
Office of Personnel Management approved the ILR Skill Level Descriptions as the
official criteria for evaluating the language proficiency of government personnel
(Interagency Language Roundtable 1985). In the early twenty-first century, the ILR
addressed the need to measure language in performance skills derived from opera-
tional language tasks such as translation, interpretation, transcription, and audio
monitoring. The Translation and Interpretation Committee of the ILR joined with
the Testing Committee to develop a set of performance skill level descriptions,
including translation (2006), interpretation (2007), and audio translation (2011)
(Brau 2013). Around the same time, discussions commenced on the importance of
measuring the cultural knowledge and abilities used in communication between
government personnel and native speakers overseas. To capture the progression of
extralinguistic communication elements, the ILR developed the Skill Level Descrip-
tions for Competence in Intercultural Communication (2012) (Interagency Language
Roundtable 2016).

Major Contributions

Government Testing Criteria

The US government most often uses the ILR Skill Level Descriptions as their criteria
for assessing language. The descriptions provide a common reference enabling
organizations to have comparable expectations about general ability. They are an
ordinal scale composed of six base levels from 0 to 5 with five plus levels from 0+ to
4+, totaling eleven ranges. They were developed by subject matter experts in
language acquisition with experience in assessment representing the agencies that
most frequently administer language testing (Lowe 1998). The ILR levels assume
importance because most US government language tests use these scales as a
reference. Therefore, they must be understood by all government stakeholders,
including examinees, managers, training coordinators, etc. The descriptions do not
provide comprehensive lists of abilities or linguistic functions and as such are subject
to interpretation. The challenge in the production and use of the ILRs is that they
must be general enough to meet the diverse needs of the agencies that use them,
while being specific enough to control for reliable interpretation by the different
organizations. The ILRs must meet the needs of the agencies that rely on them,
which generally result in a lengthy development and approval process. Since the
ILRs became the official language rating criteria for the US government, significant
resources have been invested to develop and validate assessments based on them,
including the Defense Language Proficiency Test (DLPT), the Oral Proficiency
Interview (OPI), and the Verbatim Translation Exam (VTE). ILR-based tests look
at a person’s functional ability to perform linguistic job tasks specific to each agency
and its validity lies in its ability to measure functional ability reliably. Agencies
regularly conduct reliability checks from independent raters and have over the years

66 R.L. Brooks



proved that the functional progression shown in the scales is accurate regardless of
how the language was acquired (Brau 2013; Lowe 1988).

The ILR Skill Level Descriptions have importance outside the government
context as well. They are the basis for the American Council on the Teaching of
Foreign Languages (ACTFL) Guidelines, which were intentionally designed to be
commensurate and derivative of the ILR. As such, the ACTFL Guidelines are at
times used within the US government context, such as in the Peace Corps and the
Department of Education. Additionally, the ILR Skill Level Descriptions heavily
influenced the NATO STANAG (standardization agreement) 6001 language profi-
ciency guidelines, which are used by foreign governments, including Canada and
several European countries (Bureau for International Language Co-ordination
2016).

The framework of the ILR Skill Level Descriptions has important ramifications
for developing and scoring language proficiency tests. First, the ILR Skill Level
Descriptions are non-compensatory, that is, strength in one feature cannot compen-
sate for weakness in another feature at a given level. For example, someone who can
orally support opinions on societal-level topics using precise vocabulary (a level
3 skill) cannot be considered to have an overall level of 3 in speaking if there are
persistent errors that interfere with comprehension, such as failure to distinguish
singular and plural. Second, overall control of functions, a person’s ability to
accomplish particular language tasks, rather than total absence of errors or perfection
of understanding are important (Brooks 2013).

Government Perspective

Since the major driving force behind government language testing is operational
need, performance testing is essential. Within government contexts, the distinction
between proficiency and performance testing has become significant. Proficiency
testing refers to a holistic evaluation of a person’s functional ability in the language.
It is a general assessment that does not pay regard to how a language was acquired.
The ILR scales for proficiency are the original four skills of listening, reading,
speaking, and writing. When these first skill level descriptions were developed,
testing focused on post language training exams. Assessing functional proficiency
remains important because the government needs language generalists who have
flexible language ability that can quickly meet needs. Government organizations
highly value personnel who maintain high levels of general proficiency in a variety
of skills.

In more recent years, it has become evident that testing of performance skills that
require prerequisite proficiencies (i.e., translation which requires reading and writing
proficiencies) is more practical than testing proficiency alone for government pur-
poses. Performance tests, which measure a person’s ability to perform a certain job,
assess specific skills, such as translation, summarization, interpretation, and tran-
scription all arise from operational tasks (Brau 2013; Child et al. 1991). Therefore,
performance tests are a more practical and valid measure of the skills being used on

Language Assessment in the US Government 67



the job. Some agencies have worked to create performance tests since the late 1990s,
but they are still only available in the top 30 or 40 tested languages. When
performance tests are not available, testing programs have to rely on proficiency
exams.

Impact of Agency Mission

The US government agency that is probably most well known for foreign language
training and testing is the Department of State (DOS), which includes the Foreign
Service Institute (FSI). The School of Language Studies at FSI is responsible for
foreign language training of foreign service officers who interact with counterparts in
US embassies. Its personnel have regular contact with counterparts from numerous
international backgrounds, requiring high-level language skills, particularly in
speaking. Diplomats need to converse with foreign counterparts, read foreign doc-
uments, and listen to broadcasts in other languages. Language Services at the
Department of State has translators and interpreters that routinely perform special-
ized language tasks such as translation of international treaties and agreements and
interpretation of negotiations and official addresses. Translators and interpreters are
expected able to understand nuance, tone, implied meanings, and cultural references.
Moreover, employees of diplomatic agencies serve as the face of their country in
foreign lands; therefore, miscommunication could potentially lead to serious rami-
fications on international relations. Consequentially, diplomatic personnel typically
endeavor to communicate effectively and appropriately as educated native speakers
of the foreign language. Skills such as negotiation, persuasion, tact, and other
influencing skills are expected to be mastered. Language testing emphasizes speak-
ing but also reading and listening for officers and translation and interpretation for
linguists at Language Services. The testing program is geared to high-level profi-
ciency, ILR levels 3 and above as a goal.

Within the Department of Defense (DOD), foreign area officers, like diplomats,
work in embassies and may need to negotiate and communicate agreements in
security cooperation efforts between the USA and other countries. Primarily, how-
ever, defense organizations focus on giving military personnel the communicative
skills they need to survive in foreign lands. They teach speaking and listening in
routine or survival communications, such as gathering information from residents
about local activities and performing security operations. Other personnel may
monitor recorded or written communications from hostile groups. Although military
personnel often do not need high levels of proficiency, the stakes are high. Inaccurate
transfer of information could lead to loss of life or property. The majority of those
trained and tested at the DOD take listening, reading, and speaking proficiency tests
at ILR levels 3 and below.

In clandestine services, such as the Central Intelligence Agency (CIA) and
National Security Agency (NSA), agents working undercover need to develop
structural competence, vocabulary, and pronunciation that are parallel to those of
native speakers. Additionally, they must acquire native speakers’ cultural and
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pragmatic skills, so as to be indistinguishable from them. Language errors have the
potential to lead to loss of life or intelligence. Agents gather intelligence through
audio intercepts, so listening skills are paramount. Listening comprehension tasks
are complicated by the inability to ask for clarification and by poor recording quality.
Additionally, a large number of language tasks require decoding vague, accented,
slang, and veiled language. Language testers work to interpret how this type of task
fits into the general rating scales and how to reliably assess listening in such contexts.

Investigative and law enforcement agencies, such as the Federal Bureau of
Investigation (FBI) and the Drug Enforcement Agency (DEA), generally, serve
both criminal and intelligence missions. Operational requirements demand that
language personnel have both monitoring and translation abilities, with added
legal requirements that govern the collection of and reporting on evidence and
intelligence. Monitors overhear and then write analytical summaries of information
relevant to investigations, which are often distinct from the main idea or supporting
details of the audio. National privacy laws restrict material that can be monitored, so
audio is truncated, causing additional listening challenges. Documents that are
collected as evidence for investigations need to be translated so that the information
is accessible to agents working on the related cases. Translation errors can lead to the
dismissal of evidence admitted in court proceedings. As in government organiza-
tions, most interpretation assignments are informal and involve interviewing
speakers of other languages. Investigative agencies also employ undercover agents
who are high-level speakers of foreign languages. In all of these cases, single skill
testing does not sufficiently measure language for the task, therefore performance
testing of combined skills is increasing. Inaccuracies in court interpretations can
result in unwarranted imprisonment or unprosecuted crimes. High levels of profi-
ciency in speaking and listening do not necessarily result in high-quality interpreta-
tion. Therefore, most court systems test for interpretation skills directly rather than
inferring them from the results of speaking proficiency tests.

In the USA, the Department of Education (DOE) oversees school curricula,
initiatives, and assessments in all subject matters, including language. Educational
institutions use language testing and their corresponding frameworks to measure the
progress of student language learning. Education personnel referring to rating scales
are generally interested in the lowest levels offered, as the majority of students will
achieve results at these levels. Combined skills such as interpretation and translation
are not taught except in specialized schools; therefore, educational agencies refer
largely to the scales for the four primary skills using the ACTFL Guidelines. Often
outcomes on these tests are used to measure student achievement and teacher
performance.

In the US Peace Corps, humanitarian volunteers serve for one or two years in
foreign countries teaching language or providing aid services. Most language learn-
ing that is done is in country and addresses survival needs rather than professional
contexts; therefore, participants typically only achieve low levels of language
proficiency. As in educational departments, service personnel may be tested via
speaking proficiency tests to measure how much language learning was achieved. In
other cases, such as the US National Language Service Corps, volunteers are
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reserves. They are tested for general speaking proficiency so that, when a need arises,
the organization knows which volunteers are most capable.

Increasingly, almost all aspects of government work are affected by foreign
languages and all government agencies need some types of language users. Border
officers need to conduct basic interviews, but they also need to be able to detect if a
person is being dishonest. The Internal Revenue Service investigates and audits tax
records and payments, requiring language personnel with reading skills to review
records kept in foreign languages and writing skills to issue official letters in a
language that the recipient can understand. Census workers conduct surveys in
multiple languages to ensure accurate data collection and provide personnel capable
of answering questions and conducting interviews with residents who have low
levels of literacy to ensure accurate population statistics. All of the personnel that
perform these duties need to undergo the appropriate level and type of language tests
to ensure that their jobs are being done accurately, making language testing increas-
ingly important to many government agencies.

Work in Progress

Research into language testing within the US government is largely focused on
improving assessment to respond to changing needs in the agency. Language testers
in the government produce, administer, and score tests to ensure continued quality
results. A typical focus of research in the US government is quality assurance,
validity, and efficiency, meaning how to produce results faster or using fewer
resources.

In the mid- to late twentieth century, research paid attention to the impact of
factors affecting the way the ILRs functioned. Higgs and Clifford (1982) investi-
gated the proportions of rating factors (such as structures and vocabulary) contrib-
uting to ILR ratings. Child (1987) outlined the requirements for his ILR-based
reading text typology. Lowe (2001) examined the wordings of the ILR Skill Level
Descriptions at each level, examining best case, average case, and worst case
statements and how these worked for rating in the four proficiency skills. These
seminal works were accompanied by others that investigated the nature of the ILR
scale and proficiency testing.

The US government’s early use of only proficiency exams was based on the fact
that most early examinees were native speakers of English and that native speakers
of English only need to be tested in receptive skills in the foreign language. Research
by Lunde and Brau (2005, 2006) investigated the correlation initially between
reading and translation abilities and later between writing and translation abilities.
The research found no significant correlation between strong translation ability and
strong ability in either reading or writing, leading to the conclusion that a separate
skill, the ability to transfer language from one language to another, was needed
beyond knowledge of the two languages to successfully translate. In 2015, this
research was updated with a larger data set including more languages and the
same conclusions were drawn (Brooks and Brau 2015). Consequentially, it is not
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advisable to use reading and writing proficiency tests to predict translation ability;
translation tests should be administered.

Government language testers utilize hundreds of human raters evaluating a large
number of exams, so there is a logical interest in rater reliability and the effects of
various rater characteristics, such as native speaker status, rater language proficiency,
and rater first language. Rater characteristic research has benefited from studies done
within the government context, as it often deals with language proficiencies higher
than those typically achieved through academic contexts and with more formalized,
large-scale assessment. For example, Brooks (2013) showed how native speaker
status has no significant impact on speaking test ratings but rater proficiency level
does. The research supported the movement to remove references to the native
speaker as a standard for assessment from testing documents and as a requirement
for raters.

The importance of standard setting is recognized, and has been most widely used
by DLIFLC for the DLPT. Beginning in 2009, the Department of Defense began
standard-setting studies to set cut scores according to the ILR Skill Level Descrip-
tions for the DLPT. A standard-setting study engages a panel of language experts
who evaluate the item difficulty according to the ILR-SLDs and judge the likelihood
of an examinee at a particular level of proficiency to succeed at each item (Impara
and Plake 1997). The information provided by the judges, who also have access to
pilot test data, is used in the calculation of cut scores for each ILR level. In addition,
a larger-scale research effort is underway at the Department of Defense to isolate
factors that affect difficulty of understanding audio material, beyond the factors
referenced in the ILR Skill Level Descriptions. An initial study on the effect of the
density of spoken texts on comprehension is in the planning stages.

The Testing and Assessment Expert Group (TAEG) is a focus group that operates
under the Foreign Language Executive Committee (FLEXCOM) of the US Office of
the Director of National Intelligence. It is made up of language-testing experts and
representatives from various government agencies. TAEG conducted an unpublished
interagency comparability study of speaking tests including three agencies and over
150 examinees conducted from 2009 to 2012. As a result of this study, there has been
support for annual interagency comparability workshops where the four agencies
with speaking test programs (CIA, DLI, FBI, and FSI) meet to review speaking tests
and discuss protocol in an effort to better understand each other and norm to the ILR
Skill Level Descriptions (Office for the Director of National Intelligence 2016).

Problems and Difficulties

US government language testers face a constant challenge. On the one hand, they are
expected to provide assessments that meet operational demands in critical situations
that may arise without warning, and at the same time, they maintain high standards
of test validity and score reliability. This combined with the demand to administer
thousands of tests annually in an increasing number of languages taxes government
resources.
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Fluctuating operational needs such as changes in language-related positions,
responsibilities, and personnel often call for realignment of test batteries and passing
scores or, in many cases, the development of an entirely new test. Often, there is not a
large enough population of speakers of the tested language in order to trial the test
thoroughly. Test developers must rely on modifying existing test instruments from
within their agency or borrowing them from partner agencies. Production time
frames by far less than needed for development and validation. Often test develop-
ment deadlines must be met without additional funds or personnel. Developers rely
on in-house technical personnel paired with translators from the field to produce the
needed instrument.

The broad range of languages needed and classification of those languages and
dialects pose challenges. The US government regularly has a need to communicate
or process work in hundreds of languages, representing most language families.
Acquiring, training, and evaluating personnel for so many languages pose chal-
lenges. Further, many languages have multiple variants or dialects and decisions
need to be made as to whether or not it is appropriate to test them separately. Such
decisions are often guided by considerations of mutual intelligibility and established
recognition of the languages as separate and operational needs; all of these consid-
erations may change with time. For example, Serbo-Croatian was once tested as a
single language, but Serbian, Croatian, and Bosnian are now considered independent
languages. These decisions are necessary but also costly.

Since the ILR Skill Level Descriptions are used across multiple languages, there
are challenges in how to interpret language proficiency equivalently when languages
function differently. Issues of diglossia and the acceptability of other “foreign”
language features are of issue in language evaluation. Indian subcontinent languages
such as Hindi, Punjabi, and Gujarati incorporate a lot of English, and it would at
times be incorrect or inappropriate to use the Hindi/Punjabi/Gujarati word in certain
contexts even when one exists. Moreover, creoles and patois often convert to other
languages when certain proficiency levels are reached. For example, Haitian Creole
becomes French for certain functions and contexts. When high-level language
functions require shifting to another language, government agencies are challenged
to decide whether the upper level functions can be supported by the test language
and, therefore, whether or not an examinee can reach the highest level of the scale in
that language (Brooks and Mackey 2009).

In Arabic dialects, for example, professional, sophisticated, or contextualized
language tasks would never be conducted in the dialect, but rather in Modern
Standard Arabic (MSA). It is for this reason that many US government agencies
are shifting from testing Arabic dialects in isolation to testing the dialect combined
with MSA, particularly in speaking exams. In 2010, the FBI began combining the
tests, followed by FSI shortly thereafter. Combined Arabic testing is now being
adopted by other agencies. MSA-only tests still exist to evaluate the language of
personnel who have taken MSA training courses.

Government language evaluators are challenged to educate the test score users
within the organization: the managers, the operational staff that need linguists, and
the examinees themselves. Typically, test score users are not accustomed to the
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nature of language or are not familiar with the ILR Skill Level Descriptions, leading
to confusion, misunderstanding, and inappropriate score use. The indeterminate
nature of language, with endless room for interpretation, can lead users to the
conclusion that the language test scores are grossly subjective and therefore not
accurate. Examinees often misinterpret their ratings’ corresponding descriptions to
mean the entirety of what a person can do, not the minimum threshold of that level.
Likewise, untrained users can misinterpret what a score represents and assign an
inappropriate operational task such as giving a translation task to an individual with a
high speaking score. To combat this misuse of scores, many US government
agencies now provide assessment literacy trainings to examinees and other stake-
holders. The trainings are tailored to particular stakeholder audiences to help under-
stand the nature of the ILR scales, how ratings are assigned and how they can be
interpreted.

Future Directions

The focus for government language testing has historically been on producing a
useful product that meets the immediate need. Although there have been guidelines
for individual tests developed, there have not been set US government standards for
quality of language tests or requirements for language-testing procedures; these
standards have been left to the individual agencies. With the initiation of the newest
generation of DLPTs in 2000, language-testing professionals were being hired by the
DLIFLC to support the initiative. The professionalization effort advanced in 2009,
when government language testers formed a subcommittee under the American
Society for Tests and Materials (ASTM) to write a standard practice for ILR-based
language proficiency testing. This standard practice was produced through collabo-
ration between government personnel from many different agencies and private
sector language-testing professionals (ASTM 2011).

There are two US government-based organizations that allow for collaboration
among agencies with testing programs and needs: the Testing and Assessment
Expert Group (TAEG) and the ILR Testing Committee. TAEG is a group formed
under the Foreign Language Expert Group of the Office of the Director of National
Intelligence. Its membership is composed entirely of government employees who are
either language-testing experts or significant language-testing stakeholders. The
committee meets monthly to share information and produce official recommenda-
tions and cross-agency initiatives. They catalog all the language-testing capacities of
the agencies as well as the standards used for test development and quality assur-
ance. Additionally, they have produced recommendations on quality translation
assessment and research the comparability of test scores among agencies. Organi-
zations like TAEG are essential to meeting operational needs, as many of the
languages that suddenly become critical for an agency’s mission are rarely used or
assessed in the USA.

The ILR Testing Committee has long been a venue for collaboration and infor-
mation sharing among government agencies. Its membership is composed not only
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of government employees but also of members of academia and industry. The
committee has taken on several projects to promote assessment literacy, including
understanding the ILR and the development of self-assessment checklists to accom-
pany the ILR Skill Level Descriptions (Interagency Language Roundtable 2016).
The ILR Testing Committee has been involved in efforts to clarify and annotate the
ILR Skill Level Descriptions for speaking, reading, and listening, to which end there
have been several summits involving government and private sector language-
testing professionals coming together to discuss the ILR Skill Level Descriptions
and articulate a common interpretation of them.

Recent discussions within the TAEG and the ILRTesting Committee have led to a
new initiative to revise the four original proficiency skill level descriptions for
listening, reading, speaking, and writing. A subcommittee under the ILR Testing
Committee has taken on the task of revising the listening descriptions first
(Interagency Language Roundtable 2016). The goal of the revisions is not to change
the core meaning of each level, which has been in use for over 30 years, but rather to
update them, to remove references to antiquated technologies, integrate new modes
of communication that have been introduced, clarify and expand upon some of the
supporting statement, and remove controversial and difficult to identify concepts,
such as the “native speaker” (Brooks 2013).

The top priority of US government assessment is ensuring that government language
personnel are qualified to perform the mission of their agencies. US government
agencies have a large number of challenges to overcome: developing appropriate
language evaluations for an ever-increasing range of languages with minimal resources
under strict time constraints for multiple skills, levels, and purposes, all while
maintaining a high level of quality. The US government has been a leader in govern-
ment language testing and has collaborated with government agencies of other coun-
tries on language-testing projects. Today, they are still at the forefront of some aspects
of testing, working with rarely assessed languages for practical purposes and finding
innovative ways to meet operational government needs.
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Testing Aptitude for Second Language
Learning
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Abstract
The construct of aptitude for language learning began with the work of John
Carroll, who conceived of aptitude as a relatively fixed set of attributes that made
some people better able to learn a second language than others. Carroll’s work
culminated in the Modern Language Aptitude Test, and Carroll’s work on
aptitude in general and on the MLAT in particular continues to provide the
foundation for the development of new aptitude tests and for research and theory
related to the role of aptitude in second language acquisition (SLA) research.
Since the development of the MLAT, several other aptitude tests have been
developed. The US Department of Defense has played a particularly large role
in developing aptitude tests, including the Defense Language Aptitude Battery
and the High-level Language Aptitude Battery (Hi-LAB). Within SLA research,
researchers have refined aptitude as a construct and investigated whether aptitude
plays a role in various aspects of second language (L2) learning. One of the ways
aptitude has been investigated in SLA research is as an individual factor that
might predict ultimate attainment. Some studies find a significant role for aptitude
in predicting ultimate attainment – aptitude scores correlate in these studies with
end-state L2 knowledge and performance. The present chapter discusses the
construct of aptitude, how aptitude is measured, and how it has been used in
SLA research.
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Introduction

Some people seem to be better able to acquire a second language than other people.
The traits that underlie this perceived difference in ability are collectively called
aptitude, and the need to identify these individuals has led to the development of
several measures of aptitude. Aptitude measures largely developed separately from
second language acquisition research, partly because the first aptitude test was
developed before second language acquisition emerged as a separate discipline.
Thus, although there are obvious overlaps between linguistic aptitude and second
language aptitude, it is only relatively recently that second language acquisition
researchers have begun to take aptitude seriously as a construct with explanatory
power in the study of second language acquisition (SLA). The present chapter
discusses several different aptitude tests and also presents an overview of how
aptitude has been discussed in second language acquisition research.

Overview of Aptitude Tests

Linguistic aptitude is thought to be a relatively stable set of attributes that predicts
how well an individual can learn a second language (L2). The first aptitude measure,
the Modern Language Aptitude Test (MLAT, Carroll and Sapon 1959), was devel-
oped in the 1950s with a grant from the Carnegie foundation. Carroll (1971, 1990)
identified four relatively independent subcomponents that underlie aptitude: pho-
netic coding, rote memory, grammatical sensitivity, and inductive reasoning. The
MLAT consists of five sections that test phonemic coding ability, rote memory, and
grammatical sensitivity. Inductive reasoning ability is not measured. As originally
conceived, the MLAT predicts the rate at which people will learn a second language
in an instructed setting. Thus, it is not necessarily designed to predict ultimate
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attainment, nor is it necessarily designed to identify successful learners in naturalistic
language learning contexts. MLAT scores do consistently have moderate to strong
correlations with classroom outcomes. Carroll was instrumental in developing the
construct of aptitude, and to this day, the MLAT remains the standard against which
other aptitude tests are measured (Grigorenko et al. 2000).

In the decades since the development of the MLAT, other aptitude tests have been
developed. Within the USA, the Department of Defense (DoD) has had a consistent
interest in identifying members of the armed services with high linguistic aptitude in
order to select service members for language learning. Consequently, the DoD has
encouraged the development of a number of aptitude tests, which include the
Defense Language Aptitude Battery (DLAB), and the VORD, which, although it
was designed to identify native English speakers with an aptitude for learning
non-European languages, has less predictive validity than the MLAT (Parry and
Child 1990). Most recently, researchers at the Center for the Advanced Study of
Language (CASL) have developed the High-level Language Aptitude Battery
(Hi-LAB; Linck et al. 2013). Unlike the MLAT, which predicts language learning
at early stages, the Hi-LAB is designed specifically to identify those people who can
achieve near-native proficiency in the second language. The DLAB and the Hi-LAB
are described in more detail in the next section.

Aptitude Tests Developed by the Department of Defense

The first test developed by the DoD is the Defense Language Aptitude Battery
(DLAB), which was developed by staff at the Defense Language Institute during
1969–1972 (Peterson and Al-Haik 1976). The test requires over 1 h to complete. The
DoD has relied on the DLAB to determine aptitude for language learning since it was
developed. Military recruits and staff requesting to be assigned to language school
must take the DLAB. The DoD has conducted a number of unpublished studies of
the construct and predictive validity of the DLAB over the years. The studies have
confirmed the predictive validity of the DLAB and DoD staff are satisfied with
the test.

Security on the DLAB is high, and there is no official practice test. Still, several
commercial study guides have been published, and they can be easily identified
through a Google search. Like many such unofficial guides, they make many
contradictory statements, even disagreeing on the number of items on the test.
Still, they give researchers and potential examinees some idea of the nature of the
test. A significant part of the test deals with the learning and application of gram-
matical concepts in an artificial language. Phonological sensitivity is also tested.

The same DLAB form was administered to recruits showing an interest in being
assigned to language school from 1972 to 2008. In 2007, the DoD, through con-
tractors, began developing additional forms and soon afterward began administering
them by computer. Specifications were also developed through reverse engineering,
since specs for the original form did not exist. The new forms were field tested and
equated and are now operational.
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In addition to the DLAB, in 2009, DoD contractors developed the Pre-DLAB in
order to determine whether prospective language students could pass the DLAB. So
while the DLAB is designed to predict success in language training, the short
Pre-DLAB is designed to predict success on the longer DLAB. It was found that
the Pre-DLAB was able to predict whether an applicant would pass or not pass the
DLAB 78% of the time. Multiple forms of the Pre-DLAB were constructed and
equated. It should be noted that the Pre-DLAB does not use any item types employed
by the DLAB, in order to avoid any potential practice effects between the two tests.
In that sense, both tests tap into the language aptitude construct.

The most recent aptitude test developed under the auspices of the DoD is the
Hi-LAB (Linck et al. 2013). In the development of the Hi-LAB, the authors
developed and piloted a number of cognitive and perceptual measures, administering
them to a selection of government employees with language skills at the levels of
fluent and advanced (near-native). Prior to developing the tests, the authors surveyed
the SLA and cognitive psychology literature to determine what cognitive and
perceptual skills are associated with high attainment in a second language. Then
they used those findings and personal judgments to develop measures that might be
associated with high-level proficiency. The Hi-LAB consists of 11 measures testing
executive functioning, memory, and phonemic awareness. Each of these three skills
is associated with more than one test, and all tests were delivered on a computer.
These measures are described below.

Four tests measure some aspect of executive functioning, which allows people to
plan, organize, and complete mental tasks. The running memory span test is a
comprehensive measure of executive functioning. The RMS focuses on the updating
component of executive functioning. In this test, the subject hears 12–20 consonants
and must demonstrate recall of the last six in order. Twenty such lists of consonants
are presented. The antisaccade test is also a measure of executive functioning, but it
specifically measures the inhibitory control component. A letter, either B, P, or R, is
displayed on different sides of a computer screen for 1/10th of a second along with a
visual cue, such as a dot. In order to identify the letter, the subject must not look at
the dot, which appears 50 ms prior to the letter. The Stroop test also measures the
inhibitory control component of executive functioning. The words red, green, or blue
appear in a rectangle on a screen. The letters and the rectangle also appear in one of
these colors, but the color may not match the meaning of the word. The score
represents the reaction time required to identify the color indicated by the word
when the letters and rectangle are of a different color. Lastly, the task-switching
numbers test measures the task-switching component of executive functioning. The
test contains two kinds of number identification tasks, which may be presented in
sequence or in alternation. Participants receive two response time scores: one for
time when the tasks are of the same type and another score for when the tasks are
mixed.

The Hi-LAB also includes four subtests that measure some aspect of memory.
Two of these subtests, the letter span test and the nonword span test, both measure
working memory and specifically the phonological loop component of working
memory. A total of 21 lists of three to nine letters (all consonants) are presented.
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Each letter in each list is presented for 0.9 s. The score is the total number of letters
the subject recalls in their correct position. In the nonword span test, 15 lists of seven
phonotactically plausible one or two syllable nonsense words are presented, each for
2 s. At the end of each list, the subject is shown 14 nonsense words, half of which
were on the list. The subject must indicate after each word whether or not it was on
the list of words previously shown. Higher scores indicate greater phonological
short-term memory capacity. The paired associates test is a measure of associative
memory adapted from the MLAT. The subject learns 20 pairs of words, an English
noun paired with a nonsense word, in a fictitious language. Each pair of words is
presented five times for 5 s. During the recall phase, the examinee is presented the
nonsense word and must type the English word. The score is the number of correctly
recalled English words. The long-term memory synonym test consists of a priming
task and a comparison task. Participants listen to five words in a list and are then
shown two more words, one of which is a synonym for two in the list and the other is
a synonym for three words in the list. Participants indicate which word has more
synonyms in the list. This exercise alternates with a comparison task in which the
subject is presented with pairs of words and must indicate if the words in the pair
have similar or different meanings. Some of the pairs contain words that are
synonyms of words presented earlier. If the subject recognizes a larger number of
words with previously introduced synonyms, they get a positive score. If they are
below average in such recognition, they get a negative score.

The serial reaction time test is a measure of sequence learning and implicit
learning. An asterisk appears in one of four boxes, and the subject must press the
button indicating the box. The subject works through six blocks of 96 responses.
Some blocks involve random-like appearances of the asterisk, while other blocks
involve a repeating pattern in the location of the asterisk. Response times are totaled
under both conditions. Lower scores show faster processing.

Two subtests measure components of test candidates’ ability to perceive and
discriminate between new sounds. In the phonemic discrimination test, the subject is
presented with minimal pairs in Hindi. In each case, the minimal pair involves
discriminating between /ǰ/ and /č/, as in the English words /just/ and /church/.
Because these phonemes are so similar in Hindi, distinguishing between them
often poses a challenge for English speakers. A high score is posited to reflect higher
perceptual acuity. The phonemic categorization test is also posited to identify those
individuals with higher perceptual acuity. The subject is presented with 90 sounds
containing two Russian phonemes that differ only in voicing, such as /d/ and /t/ as in
the syllables /da/ and /ta/. Although English also has a voicing contrast between
these two phonemes, they have shorter voice onset times in Russian than they do in
English, posing a problem for the English speaker.

Researchers at CASL tested government employees and service members whose
jobs required them to have high-level language proficiency on the Hi-LAB. In all,
476 subjects participated in the study. All were native speakers of English who had
not had significant exposure to a foreign language (such as frequent parental input or
immersion abroad) prior to age 10. High-level proficiency was defined as level 4 on
the US Government’s ILR scale in one language or level 3 or above in three
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languages, as demonstrated on the Defense Language Proficiency Test (DLPT).
Some subjects were not tested but indicated that they had previously been assigned
by a supervisor to work on tasks that required level 3 or 4 skills.

The researchers found that on certain cognitive variables (those involving pho-
nological short-term memory, associative learning, and implicit learning), the sub-
jects who had attained high-level language proficiency scored higher on the Hi-LAB
than subjects who had not attained high-level proficiency. Neither the MLAT nor the
DLAB were used as comparison aptitude measures in this study, so we do not know
if there was any gain in predictive validity for the Hi-LAB over existing tests for the
individuals tested. Nonetheless, both the approach and the findings are interesting.

Other Aptitude Tests

In addition to the MLAT and the tests developed by the DoD, other aptitude tests
have been developed. These include the Pimsleur Language Aptitude Battery
(PLAB; Pimsleur 1966), the Cognitive Ability for Novelty in Acquisition of Lan-
guage (Foreign) Test (CANAL-F; Grigorenko et al. 2000), and the LLAMA aptitude
test (Meara 2005). The CANAL-F Test operationalizes foreign language learning
differently than the MLAT; test candidates learn an artificial language, Ursulu, and
their ability to do so is tested with five subcomponents. These test candidates’ ability
to learn neologisms, to understand the meaning of passages, to learn paired associ-
ates, to make selective inferences, and to learn linguistic rules. The first four sections
each have two parts: an immediate recall and a delayed recall section. The last
section, which tests candidates’ ability to learn linguistic rules, has an immediate
recall section only. The LLAMA (Meara 2005), in contrast, is largely based on the
MLAT. The LLAMA was originally based on the Swansea language aptitude test
(SLAT) and has four subcomponents: a test of vocabulary learning, a test of sound
recognition, a test of sound-symbol associations, and a test of grammatical
inferencing. The LLAMA is available as a free download (www.lognostics.co.uk/
tools/llama/index.htm), which makes it accessible to researchers. However, it has not
been standardized, and the test developers state that it should not be used as a
substitute for the MLAT in high-stakes testing situations. Perhaps because of its
accessibility and ease of use, however, the LLAMA is becoming a common aptitude
test in SLA research.

Since the development of the MLAT, government and educational institutions
have largely used aptitude tests for screening and placement purposes. The US
Military uses aptitude measures to place students into language classes at the
Defense Language Institute, and the MLAT is used by the defense department of
most English-speaking countries (i.e., Canada, the UK, Australia, Singapore,
New Zealand) for the same purpose. Many US universities use aptitude measures
to identify students with learning disabilities and to provide exemptions from foreign
language requirements (e.g., Sparks and Javorsky 1999; Sparks et al. 2002, 2005).
Over a two dozen missionary organizations use the MLAT to determine whether two
candidate for a mission should be assigned to learn a second language and how
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different or difficult the language could be. Similarly, aptitude measures are some-
times used to identify bilinguals who would make good interpreters (e.g., Russo
2011).

While language aptitude tests are mostly used with adults, especially in govern-
ment, higher education, and business, they are also used but to a lesser extent in other
contexts. The use of the MLAT-Elementary (Carroll and Sapon 1967) with children
ages 8–11 is growing in the USA but especially in the UK. This may be due to
increasing interest in foreign language learning in those countries, as well as the
increase in the number of both public and private schools that emphasize foreign
language within their curriculum. Interest in determining early whether the student
has a FL learning disability is also a reason. The use of the Pimsleur Language
Aptitude Battery is increasing somewhat at the secondary level, possibly for the
same reason but mainly to determine if a secondary level student has a foreign
language learning disability. Nonetheless, in general language aptitude tests are not a
part of general education at the elementary and secondary levels. This is probably
due to a long-standing concern that a language aptitude test might be misused to
exclude students from studying a foreign language when they are truly interested.
There is also interest in language aptitude testing in non-English-speaking countries,
and while researchers have developed aptitude tests in other languages based on
Carrol’s theory and approach, these tests are not commercially available, with the
exception of a Spanish version of the MLAT-E (Stansfield et al. 2004) and a French
version of the MLAT (Wells et al. 1982). Although only used in Canada, the latter
could be used in the French-speaking countries of Europe and Africa.

SLA Research and Aptitude

Since the MLAT was first developed, there has been a significant increase in
empirical research that investigates the nature of nonnative language acquisition.
Similarly, the predominate approach to foreign language teaching, at least in the
USA, has shifted from grammar-translation, which was still dominant in the 1950s,
and audiolingualism, which was dominant in the 1960s, to communicative language
teaching (CLT). In the early days of SLA research, aptitude received relatively little
attention. This is likely due, at least in part, to its association with earlier methods of
foreign language teaching, and to Krashen’s (1981) distinction between acquisition
and learning. Krashen argued that aptitude might predict second language learning
but that it should not affect acquisition, which is an unconscious process dependent
primarily on interacting with L2 input. As SLA research continued over the years,
however, it became clear that SLA is not a uniform process, and researchers began to
pay more attention to learner-internal factors and individual differences. As interest
in the role that individual differences play in SLA increased, so too did attention to
aptitude. Some SLA researchers have argued that aptitude complexes need to be
reconceptualized so that they align better with findings from SLA research and to
better fit the current models of language teaching (e.g., Robinson 2002; Skehan
2002). Specifically, Skehan (2002) argues that rather than asking whether SLA has
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anything to say about aptitude, the question should be whether aptitude subcompo-
nents can shed light on any of the known stages or processes of SLA. For instance,
one of the stages that Skehan identifies involves identifying and extending patterns
in the L2 input. He argues that the constructs of grammatical sensitivity and
inductive reasoning, from the MLAT, are relevant for this stage. In addition to
conceptual arguments about the role of aptitude in SLA research, SLA researchers
have also investigated whether aptitude effects play a role in important topics in
second language acquisition, such as the critical period hypothesis, learners’ ability
to use feedback, and learning conditions. Each of these will be discussed in turn.

The critical period hypothesis (CPH, Lenneberg 1967) states that the ability to
learn a first language (L1) declines as children grow. Although Lenneberg’s formu-
lation of the CPH was limited to child L1 acquisition, a significant body of literature
(e.g., Abrahamsson and Hyltenstam 2008; Granena and Long 2013; Johnson and
Newport 1989, 1991) has investigated whether the age at which people begin
acquiring a second language predicts their ultimate attainment for that particular
language. A subset of this literature has investigated whether aptitude predicts
ultimate attainment in the L2 for people who began learning their L2 after puberty.
DeKeyser (2000) tested L1 Hungarian speakers’ knowledge of grammatical and
ungrammatical English structures using a grammaticality judgment task (GJT).
Participants also completed a Hungarian version of the MLAT. Five out of the six
participants in DeKeyser’s study who had arrived in the USA as adults and received
high scores on the GJT also had high aptitude scores. DeKeyser argues that these
results suggest that high-level attainment in second language acquisition depends on
individuals’ analytic ability.

Two recent studies have investigated the relationship between bilingual attain-
ment, L1 maintenance, and aptitude. Abrahamsson and Hyltenstam (2008) investi-
gated the hypothesis that aptitude would play a significant role in acquiring near-
native Swedish. They tested 42 native Spanish speakers who spoke Swedish as an
L2. These native Spanish speakers had been classified by a group of native Swedish
speakers as L1 Swedish speakers. Because age of onset (AO) of L2 learning is
hypothesized to predict ultimate attainment, 17 of the participants in this study were
late arrivals, having arrived in Sweden after the age of 12. The remaining partici-
pants were early arrivals. Participants completed a version of the SLAT that was
adapted for Swedish and two GJTs. The participants in the late arrival group had
significantly higher aptitude scores than those in the early arrival group, suggesting
that aptitude plays a role in achieving nativelikeness for adult language learners.
Similarly, Bylund et al. (2012) investigated the role that aptitude played in whether
bilinguals were able to maintain native-like L1 proficiency and develop native-like
L2 proficiency. In this study, 42 near-native Swedish speakers who spoke Spanish as
an L1 completed the SLAT, aural Spanish and Swedish GJTs, and a cloze test that
measured grammatical and semantic inferencing skills. The results of this study
suggested that there is a close relationship between L1 and L2 proficiency, so that
participants who had maintained native-like proficiency in Spanish were more likely
to demonstrate native-like proficiency in Swedish. These researchers also found that
aptitude, and not amount of daily L1 use or AO, predicted nativelikeness in
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bilinguals. Thus, there is at least some evidence that suggests that aptitude scores
predict ultimate attainment for adult language learners.

A perennial question in SLA research is that of the role and efficacy of corrective
feedback. Although there is debate about whether corrective feedback does anything
to make learners’ interlanguage systems more target-like (see e.g., Ferris 1999;
Truscott 1996), most researchers assume that corrective feedback is beneficial to
learners. Thus, researchers have asked what types of feedback learners seem to be
able to make use of. Li (2013) investigated the relationship between two aptitude
components, analytic ability and working memory (WM), and two feedback types,
implicit and explicit feedback. Participants were L1 English speakers learning
Chinese as an L2. All participants completed the words in sentences section of the
MLAT as a measure of analytic ability and a listening span test as a measure of
WM. Participants were then assigned to one of three groups: a control group, an
implicit feedback group, and an explicit feedback group. All groups completed two
elicited production tasks designed to elicit classifiers. The implicit feedback group
received feedback on errors in the form of recasts, and the explicit feedback group
received feedback in the form of recasts and an explanation. Participants then
completed two GJTs that contained sentences with grammatical and ungrammatical
classifier use. The results suggested that analytic ability predicted learners’ ability to
make use of implicit feedback and that WM scores predicted learners’ ability to
make use of explicit feedback. In both cases, these effects were found for delayed
posttest scores. Li argued that these results suggest that the different task demands
required different types of processing, and thus learners’ success in each condition
was partly a function of their ability to make use of the information they had
available to them.

This study highlights an important departure from Carroll’s work in recent SLA
theory and research. Carroll conceived of aptitude as a relatively fixed attribute.
Learners either had high aptitude or they did not, and that was unlikely to change. In
recent years, however, SLA researchers (e.g., Robinson 2007; Skehan 2002, 2012)
have argued for the existence of aptitude complexes. Aptitude complexes are a set of
overlapping traits that collectively underlie language learning ability. These traits are
overlapping in the sense that all of them contribute to language learning ability, but
an individual could, for instance, have a relatively high working memory capacity
and a relatively low analytic ability, and a different individual could have a relatively
low working memory capacity and a relatively high analytic ability. These two
individuals might have the same aptitude composite score, but have different
strengths when it comes to the task of language acquisition. At the same time,
some research suggests that MLAT scores are related to L1 verbal ability (Sparks
et al. 2011; Sparks 2012) and that exposure to and experience in learning a second
language has a positive influence on aptitude scores, indicating that aptitude may not
be a fixed trait (Safar and Kormos 2008; Thompson 2013).

Related to this is the question of the relationship between aptitude and medium of
instruction. The MLAT was developed and validated with classroom language
learners whose language classrooms were either grammar translation or audiolingual
in nature. Some research suggests that the MLAT scores do not predict language
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learning in communicative classrooms (e.g., Robinson 2007; Safar and Kormos
2008) or in naturalistic settings (e.g., Linck et al. 2013). Two recent experimental
studies also failed to find an effect for aptitude under experimental settings.
VanPatten et al. (2013) investigated whether grammatical sensitivity scores and
explicit information played a role in learners’ ability to modify processing behaviors
in response to input and feedback. The researchers used the framework of processing
instruction (PI) to identify learners’ ability to comprehend sentences that violate the
First Noun Principle (FNP) in four different languages: Spanish, French, Russian,
and German. The FNP states that learners will interpret the first noun or pronoun as
the subject or agent of the sentence. L1 English speakers who were enrolled in third
semester Spanish, French, Russian, or German classes completed the words in
sentences section of the MLAT and a comprehension task designed to alter their
processing behaviors. For the comprehension task, learners completed a picture-
matching task in which they listened to sentences that conformed to the FNP and did
not conform to the FNP. They chose a picture that matched the sentence they heard.
Trials to criterion – the number of items it took for participants to start distinguishing
between the two sentence types – was used as a measure of rate of acquisition. The
researchers found that aptitude scores did not correlate with either trials to criterion
scores or posttest scores. Similarly, VanPatten and Smith (2015) investigated
whether aptitude predicted L1 English speakers’ ability to extend SOV word order
to clauses to which they had not been exposed on the basis of limited input.
Participants in this study were native English speakers who had had no prior
exposure to Japanese. They completed the words in sentences section of the
MLAT and a 30-min input treatment task designed to teach them basic word order
and vocabulary. They then completed a posttest in which they were tested on their
sensitivity to violations of head-final word order in structures to which they had been
exposed and to novel structures. Aptitude scores had no relationship to participants’
ability to generalize to novel structures. The authors of both of these studies suggest
that the difference between this research and the other research that has found
aptitude effects is that acquisition is operationalized differently in these studies. In
both cases, learners were exposed to meaning-based input and were not explicitly
taught rules. Similarly, the participants in both of these studies were tested on their
comprehension of the target language and not on their explicit knowledge. This is
different from most of the studies reviewed earlier in this section that have measured
L2 knowledge by means of GJTs, which are generally thought to tap explicit
knowledge (e.g., Ellis 2005). Thus, it could be the case that the correlations between
MLAT scores and classroom performance are an indication that the MLAT predicts
learners’ performance on rule-based language learning, which usually consists of a
high proportion of memorization and that the relationship may not be so strong in
other instructional contexts.

The renewed interest in aptitude among SLA researchers has generated a wide
variety of research. One thing that is clear from this research is that the MLAT has
proved remarkably resilient, and it seems to predict outcomes in at least some
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domains. At the same time, however, as Winke (2013) pointed out, aptitude as a
construct remains relatively undefined. It is also unclear what it predicts. To date, the
most robust effects for aptitude come from studies that have investigated classroom
language learners and have used GJTs or other rule-based tests to assess learners’
knowledge of the target language. The jury is out on whether traditional aptitude
measures retain their predictive value with respect to outcomes for naturalistic
learners or in communicative classrooms.

Final Remarks

Given the importance of foreign language proficiency to national security interests
and the expense of foreign language training, it makes sense that the DoD has a
vested interest in aptitude testing. They have invested a significant amount in
developing and validating aptitude measures, and these measures do seem to
correlate well with classroom-based language learning. This is a finding that
holds up, for the most part, in second language acquisition research. A question
that remains to be answered, however, is how robust the finding that aptitude
scores do not correlate with naturalistic instruction is. This claim comes from
several sources: Linck et al. (2013) note that many of the “misses” in their
classification model (high attainment learners not classified as high attainment by
the model) had learned their languages through “nonstandard” methods, such as
missionary works in a country where their language was spoken and had relatively
lower education levels. These “nonstandard” language learning experiences are
instances of naturalistic language learning, and the primary focus is on communi-
cating with people in the target language. This may mean that these people spend
less time with language textbooks learning grammar and vocabulary than the
typical language student. This observation is compatible with the results of
VanPatten et al. (2013) and VanPatten and Smith (2015), both of which found
that aptitude scores did not correlate with participants’ performance on an input-
based task. This difference between aptitude scores and language learning out-
comes in naturalistic versus classroom settings is worth investigating further. In the
meantime, aptitude has proved to be robust construct, with predictive validity for
both instructed learners and for ultimate attainment. It has also proved useful in a
variety of educational and military domains.
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Abstract
We live in a globalized world in which immigration, transnational relationships,
and technological developments continue to create spaces where speakers of
many different languages and cultures interact. These forms of multilingual
contact have compelled many areas of research to place multilingualism in the
spotlight and investigate the dynamics of multilingual interactions, including how
speakers negotiate language differences and how speakers develop proficiencies
in multiple languages. Also in the spotlight is the need for valid measures of
multilingual competence and multilingual practices. In this chapter, we focus on
assessing the linguistic competence of multilingual speakers. We center our
discussion primarily around the definition of the constructs in multilingual
assessments and on different approaches to measure these constructs. We also
highlight how the concept of multilingualism and multilingual competence has
shifted; discuss current practices in multilingual assessment and works in pro-
gress; identify some challenges in the conceptualization, implementation, and
interpretation of multilingual assessments; and call attention to areas in need of
further research to develop valid multilingual assessments.
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Introduction

As globalization and immigration continue to shape the contemporary landscape,
the ability to communicate in multiple languages is increasingly associated with
academic and socioeconomic development. In many places around the world,
developing and maintaining multilingualism has become a norm at all education
levels. Even where multilingualism is absent from official educational policy,
students often arrive at school with a repertoire of multiple languages, and most
of them are encouraged to learn additional languages, whether through schooling or
through interaction with peers outside of school. With the addition of assessments
to immigration and schooling policies, measurement of multilingual – or
heteroglossic – competence has become increasingly common. Yet, current
paradigms for assessing multilingual competence lag behind the most recent
views of what it means to learn a second language and what it means to know
multiple languages (Canagarajah 2006; Shohamy 2013). Multilingualism is gener-
ally assessed based on a monoglossic view of languages as separate entities, a view
that tends to ignore the complex communicative practices of multilinguals and
their simultaneous uses of multiple languages (Shohamy 2013). In this chapter, we
focus on assessing the linguistic competence of multilingual speakers. We center
our discussion primarily around the definition of the constructs in multilingual
assessments and on different approaches to measure these constructs. In doing so,
we view multilingualism as the unitary linguistic and sociolinguistic ability of
individuals to use more than one language in everyday and academic contexts.
Addressing this issue is timely as increasing numbers of students with multilingual
backgrounds enroll in schools and often have to learn academic content in an
environment designed for monolingual (e.g., English only) and actively participate
in increasingly complex societies.
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Early Developments

Defining Multilingualism

Traditionally, most research in the field of bilingualism/multilingualism and second
language acquisition has been done from a monolingual (monoglossic) or fractional
view (Grosjean 1985). The underlying assumption in a monoglossic perspective is
that there is no difference between the language development of monolinguals and
multilinguals. As such, multilinguals have access to multiple detached language
systems that develop in a linear fashion (Grosjean 1989). Thus, languages, as they
reside in the minds of bilingual or multilingual individuals, are treated as separate
entities and not as a unified system.

From this perspective, multilinguals are seen as the sum of two or more mono-
linguals (Grosjean 1989). Thus, monolingual native competence is the ultimate goal
to be achieved by multilinguals (Grosjean 1985). Since only native speakers’ norms
are considered, a monolingual view of multilingualism implies that multilinguals
should have full competence, or native-like control, of two or more languages.
However, most bilingual or multilingual speakers rarely achieve native-like compe-
tence in all their languages (Grosjean 1989).

Assessing Multilingualism

Historically, most educational and testing contexts have been dominated by a
monolingual or monoglossic paradigm in which multilingualism and the multilin-
gual practices have often been ignored (García and Torres-Guevara 2010). The
traditional way to measure bilingualism is to assess the two language systems
separately from one another and then to compare the results (Hamers and Blanc
2000). Assessments of multilingual competence that reflect a monoglossic perspec-
tive “try to account for ultimate native-like proficiency in all the languages” and
“assume that the multilingual is the sum of the native-like monolingual competence
in each language” (Stavans and Hoffmann 2015, p. 157). Herdina and Jessner
(2002) argue that “as long as bilinguals are measured according to monolingual
criteria, they appear to be greatly disadvantaged both in linguistic and cognitive
terms” (p. 7).

When multilingual competence is assessed using monolingual constructs, test
takers are expected to respond exclusively in the target language, even if they may
have multiple languages in their repertoire. Test takers’ performances are scored
using monolingual scoring rubrics, meaning that if they respond using any other
language than the target language (either partially or completely), their responses are
usually ignored or penalized. The measures used to assess bilinguals are usually the
same used to assess monolinguals (Grosjean 1985). Monolingual assessments tend
to ignore the different needs that bilinguals have for the two languages and do not
take into account that bilinguals use these languages for different purposes, with
different speakers, and in different contexts (Grosjean 1989).
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Major Contributions

In this section, we review how the concept of multilingualism and multilingual
competence has shifted and discuss current practices in multilingual assessment.

Redefining Multilingualism

In recent years, many scholars have called for a more holistic view of language,
language acquisition, multilingualism, and multilingual development (Block 2003;
Lafford 2007). Our global multilingual reality has caused SLA researchers to begin
constructing new theoretical paradigms, and greater focus is being placed on the
social context and the language learning environment (Block 2003). Lafford (2007)
argues for placing more focus on communicative strategies, which may draw upon
resources in multiple languages rather than on mastering a particular language. The
interaction between language systems is multifaceted and multidirectional, with each
language system influencing and being influenced by other language systems
(Herdina and Jessner 2002). Thus, speakers in multilingual communities around
the world develop proficiencies in two or more languages and learn how to negotiate
the relationships between all these languages.

Various scholars point out that there are differences in the linguistic practices of
multilinguals and monolinguals (Cenoz and Genesee 1998; Herdina and Jessner
2002). A bilingual “has a specific linguistic configuration characterized by the
constant interaction and coexistence of the two languages involved” (Herdina and
Jessner 2002, p. 59). Cenoz and Genesse (1998) explain that although monolinguals
and multilinguals share the same range of communicative situations, multilinguals
possess “a larger linguistic repertoire than monolinguals” (p. 19). Moreover, multi-
linguals employ two or more languages in interaction in various domains and
communities of practice and draw on all their linguistic resources, using one or
more languages in the same discourse, or even in the same utterance. The ability that
multilinguals have to shuttle between languages is often referred to as
translanguaging (García and Wei 2014). Translanguaging is defined as an approach
to the use of language that considers the language practices of multilinguals as one
unified linguistic repertoire rather than as two autonomous, separate language
systems (García and Wei 2014). When speakers translanguage, they are able to
strategically use their entire linguistic repertoire according to the context and
communicative needs (Otheguy et al. 2015).

Given that multilingual competence is not an absolute or invariable state as the
languages of multilinguals are in constant flux (Herdina and Jessner 2002), a
multicompetent individual is, therefore, an individual with knowledge of an
extended and integrated linguistic repertoire and who is able to use the appropriate
linguistic resource(s) for an appropriate occasion (Franceschini 2011). Several
scholars suggest that there is a close relationship between multilingualism and
multicompetence and that the concept of multicompetence might provide insights
into the understanding of multilingual competence and multilingual practices
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(Franceschini 2011). Multicompetence takes into account the totality of linguistic
knowledge in a multilingual’s mind to understand how multilinguals use knowledge
of multiple languages and how these languages interact in the mind.

Multilingual Assessment Continuum

Taking a heteroglossic view that supports the stance that the language repertoire of a
multilingual operates as a unified system, Shohamy (2011) places multilingual
assessments on a continuum. On one end, each language is viewed as a closed and
homogenous construct. Although multiple languages may be used in the same
assessment in this approach, only responses in the target language are scored. On
the other end of the multilingual assessment continuum, we can view all languages
as part of an integrated system in which test takers are allowed to mix languages in a
dynamic and fluid way, and responses are scored regardless of the language
(s) employed, even if mixing occurs within and across utterances (García and Wei
2014). This heteroglossic perspective on assessment of multilingual competence
promotes the use of multilingual practices, including language choice,
translanguaging, code-switching, and code-mixing. However, most current multilin-
gual competence assessments can be placed on the first end of the multilingual
assessment continuum described above.

An example of a monolingual view can be found in the dual language assess-
ments used in early childhood education programs in the United States (Ackerman
and Tazi 2015) and in the evaluation of students identified as English Learners (ELs)
for special education qualification (Sanchez et al. 2013). In dual language assess-
ment, ELs are assessed in English and their home language (e.g., Spanish). However,
the assessments used for this purpose often treat languages as sets of discrete skills
that function independently of one another. In other words, languages are assessed,
scored, and interpreted separately. For example, students may be penalized for using
their home language on a test of English or using English on a test of the home
language, even if the underlying meaning shows skill and understanding.

Works in Progress

As noted with the continuum example presented earlier, the act of assessing multi-
lingual competence can be implemented in a variety of ways. The following section
presents several current applications and methods of assessments.

Current Applications

In the United States, a research study focuses on designing flexible mathematics
bilingual assessments to allow students to translanguage whenever needed (Lopez
et al. 2014). This means that test takers are given the opportunity to determine when
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and how they would like to use their multiple linguistic and semiotic meaning-
making resources rather than relying on task directions to tell them when to do so. In
these assessments, students can see or listen to the item in English or Spanish, and
they can say or write their responses in any language or mix them if needed. Initial
investigations of middle school student performance and perceptions indicate that
the scores obtained from mathematics assessments that allow the flexible use of all
the students’ language resources provide meaningful insight to the students’ skills in
both language and mathematic content domains (Lopez et al. 2014).

Another effort to understand multilingual competence in the US context is found
in Sanchez et al.’s (2013) work measuring bilingual students’ Cognitive Academic
Language Proficiency (CALP) in English and Spanish. The study’s goal of measur-
ing CALP in two languages stemmed from a desire to evaluate the process used to
assess ELs for learning-based disabilities. Students with a true disability should
score low on CALP measures in both English and Spanish rather than showing
differences across them. Researchers administered a battery of bilingual assessments
to measure students’ abilities. Findings indicated that for 10 students, variations of
CALP across English and Spanish did emerge, suggesting the critical importance of
bilingual assessment to make appropriate special education referral decisions. Other
work in the area of ELs at risk for special education referrals focuses on obtaining a
more meaningful understanding of the linguistic variability of students who are ELs.
Swanson et al. (2011) conducted several longitudinal administrations of a bilingual
battery, resulting in multiple waves of bilingual assessment data. This bilingual data
was used to estimate latent models of oral language skill across languages,
supporting a holistic interpretation of the students’ skills across the Spanish and
English assessment data instead of a monolingual interpretation for each language.
The modeling yielded four consistent profiles of high performing bilinguals, average
performing bilinguals, low performing bilinguals, and bilinguals who were English
dominant, suggesting that advanced statistical modeling techniques may help with
the meaningful interpretation of the initial underlying nature of natural performance
heterogeneity within the EL subgroup (Guzman-Orth and Nylund-Gibson 2013).

Flexible Multilingual Assessment Methods

Recently, there have been a few efforts to develop flexible multilingual assessment
methods that give test takers the freedom to translanguage whenever needed (e.g.,
Gorter 2014; Lopez et al. 2014). By this, we mean developing multilingual assess-
ments that allow test takers to use whatever features they have in their integrated
language system to demonstrate what they know and are able to do with language
(García and Wei 2014; Otheguy et al. 2015; Shohamy 2011). Multilingual speakers’
linguistic repertoire includes both standard and vernacular varieties (Sayer 2013).
If multilingual speakers are not permitted to draw upon their diverse linguistic
repertoire, they may be unfairly disadvantaged because the assessment does not
allow them to fully display their language skills (García and Wei 2014; Otheguy
et al. 2015).

96 A.A. Lopez et al.



Lopez et al. (2014) proposed a technology-enhanced assessment platform that
allows multilingual speakers to use multiple assessment features (e.g., see and
listen to item in multiple languages, write or record responses) so they can
strategically use whichever languages and language practices they have at their
disposal. In this platform, questions are posed in multiple languages from which
test takers can choose and they can use all their languages (both standard and
vernacular varieties) to answer them. Test takers are also free to mix languages if
needed without being penalized. Moreover, test takers can also use different
semiotic meaning-making features, enabling them to perform in writing, orally or
graphically (Wei 2011). Test takers’ responses are scored using conceptual scoring,
a scoring method that allows for the scoring without regard to the language or mode
in which the response is given (Barrueco et al. 2012). Depending on the language
skill being measured, some assessment features can be disabled. For example, if
writing is the construct being measured, then test takers will not be able to record
their response.

Problems and Difficulties

The assessment of multilingualism, in its current definition and conception, poses a
number of challenges. First, we highlight some problems related to the multiple
influences that impact multilingual assessments. Then we describe other challenges
from a validity perspective. We will discuss challenges in the conceptualization of
the construct, the implementation of multilingual assessments, and scoring and
interpretation issues.

Imposing Language Policies That Neglect Multilingual Diversity

According to Stavans and Hoffmann (2015), “measures of multilingualism are
usually driven by educational, political and economic forces rather than socio-
psychological ones” (p. 157). In fact, Shohamy (2011) argues that tests serve as
tools to impose monoglossic political ideologies to maintain “national and collective
identities” (p. 420). This is clearly evident in countries with high numbers of
immigrants. For example, language tests are increasingly used in making decisions
about immigration and citizenship (McNamara and Shohamy 2008). Many countries
now require immigrants to demonstrate proficiency in the dominant (official or
national) language to gain residency and citizenship (McNamara et al. 2015). The
use of language tests for this purpose typically takes a monolingual or fractional
perspective on multilingualism as they tend to not recognize or value the minority
languages and language practices of multilinguals (Barni 2015; McNamara and
Shohamy 2008). It has been argued that most assessments in the context of immi-
gration and citizenship impose monolingual policies and suppress multilingual
diversity by ignoring the overall language competence of immigrants (Barni 2015).
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Another example of a monoglossic language policy is the No Child Left
Behind Act (NCLB) of 2001 in the United States (2002). NCLB requires all
students, including students who have recently immigrated to the United States,
to participate in statewide academic assessments for accountability purposes.
These academic assessments reflect a monolingual view in the sense that all
students, including ELs born in the United States and immigrant students, are
required to demonstrate academic proficiency in English. Thus, many immigrant
students are deprived of the opportunity to demonstrate knowledge in academic
content areas because their English language skills are not fully developed.
Current monolingual academic assessments tend to ignore some of the language,
knowledge, and experiences that immigrant students bring to school (Lopez et al.
2014; Shohamy 2011). These assessments usually overlook the common practice
of immigrant students using their home languages in different academic contexts.
Additionally, NCLB holds states accountable for students’ progress in English
language proficiency attainment. This means that only the students’ English
language development is valued while proficiency in minority languages and
multilingual practices are often ignored from the federal accountability
perspective.

Conceptualizing, Implementing, and Interpreting Multilingual
Assessments

One of the biggest challenges in multilingual assessment is conceptualizing the
constructs that need to be measured. Multilingual assessments should reflect lan-
guage practices that are dynamic and fluid and, thus, allow test takers to select
language features from their linguistic repertoire in ways that fit their communicative
needs (García andWei 2014; Lopez et al. 2014). To do this, a paradigm shift – from a
monolingual/monoglossic/fractional view to a multilingual/multiglossic/holistic
view – is needed (Shohamy 2013). This requires making changes in assessment
policies and practices to promote and value multilingualism. Change is also needed
in the implementation and operationalization of the constructs of multilingual
assessments. Thus, it is important to develop language standards that are based on
a holistic view of multilingual competence, that reflect the complex language
practices of speakers in multilingual societies, and that clearly describe linguistic
performance in different languages and across languages.

An additional related challenge is finding ways to implement the holistic view of
language in multilingual assessments. If the intent is to develop multilingual assess-
ment policies and practices that allow test takers to use their entire linguistic
repertoires by accepting and encouraging the mixing of languages, the role of the
test administrator becomes crucial. In this type of multilingual assessment, test
administrators become mediators in the sense that, along with the test taker, they
will work together to negotiate and create meaning. Consequently, one practical
constraint arises. Multilingual assessments may require test administrators to possess
the same languages and regional dialects as the test takers and be familiar with the
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communicative practices and strategies that test takers use to negotiate language
differences.

Scoring is also a challenge for multilingual assessments. A holistic view of
language defines performance in two or more languages as complementary, in that
multilinguals could dynamically use varying language skills, depending on the context
and audience. Therefore, appropriate scoring models have to be developed to accom-
modate this construct definition. Score interpretation is also a challenge in multilingual
assessment, given that it is difficult to include every possible target language use
situation that multilinguals are expected to engage in within one assessment. Thus, it is
critical to examine the specific language skills and functions that may be generalizable
from one communicative task to another and from one language to another.

Future Directions

We live in a globalized world in which immigration, transnational relationships, and
technological developments continue to create spaces where speakers of many
different languages and cultures interact. These forms of multilingual contact have
compelled many areas of research to place multilingualism in the spotlight and
investigate the dynamics of multilingual interactions, including how speakers nego-
tiate language differences and how speakers develop proficiencies in multiple
languages. The field of language testing will be increasingly compelled to participate
in this conversation and to devise valid measures of multilingual competence.

A concept that could help in understanding multilingual competence and multi-
lingual practices is plurilingual and pluricultural competence as defined by the
Common European Framework of Reference (CEFR) because it describes the
complex language practices of multilinguals in a more accurate way (Garcia et al.
2007). According to the CEFR, plurilingual and pluricultural competence refers to
“the ability to use languages for the purpose of communication and to take part in
intercultural interaction, where a person, viewed as a social agent has proficiency, of
varying degrees, in several languages and experience of several cultures” (Council of
Europe 2001, p. 168).

The Language Policy Division of the Council of Europe developed a guide to
suggest how plurilingualism can be promoted in Europe (Beacco and Byram 2007).
This guide evaluates language education policies and examines how they can be
used to enable individuals to become plurilinguals. Now there are language educa-
tion programs that aim to develop plurilingual and intercultural competence. For
example, the European Center for Modern Languages proposed a framework of
reference for pluralistic approaches to languages and cultures (FREPA) (Candelier
et al. 2012). A pluralistic approach to teaching languages and cultures is any didactic
approach that involves and values more than one language and culture. The goal of
the FREPA project is to support the development of plurilingual and intercultural
competence of learning at all levels.

Plurilinguals use their entire linguistic repertoires, which is part of a multiple
competence, to carry out different tasks; that is, speakers use all their languages
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depending on the communicative need. Consequently, assessments of multilingual
competence should also assess the learners’ abilities to use their entire linguistic
repertoires by allowing test takers to use different languages in different situations,
for different purposes, and with different people. That is, multilingual assessments
should allow test takers to use dynamic and fluid language practices
(i.e., translanguaging) (García and Wei 2014; Otheguy et al. 2015).

Although there is a clear need for developing assessments of multilingual com-
petence that reflect a holistic or heteroglossic perspective, more research is needed to
develop valid multilingual assessments. For example, the constructs to be measured
in multilingual assessments must be clearly defined. Empirical and operational
assessment development work should examine the extent to which the multilingual-
ism construct, operationalized through a heteroglossic or holistic view, can be
feasibly assessed. Moreover, it is equally important to have a clear understanding
of how multilingual communication works. In order to account for multilingualism
in assessment, it is also important to examine how multilinguals use their knowledge
of multiple languages as well as the communicative practices they use to negotiate
meaning in different communicative situations and the strategies speakers use to
negotiate their language differences. Thorough analyses of target language use
domains in multiple languages and across languages need to be conducted in order
to generalize student performance on multilingual assessments to other possible
multilingual contexts. Also, scoring models must be designed and validated in
accordance with a holistic view of multilingualism. Equally important is understand-
ing the various purposes and uses for multilingual assessments (e.g., for instructional
or accountability purposes). Who should be tested? In what contexts? How should
the results be interpreted and used, and by whom? Addressing these areas of research
will require combined efforts across different but related disciplines, including SLA,
multilingualism, psycholinguistics, sociolinguistics, and language testing.
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Assessing English as a Lingua Franca

Jennifer Jenkins and Constant Leung

Abstract
English as a Lingua Franca refers to English used as a contact language among
speakers of different first languages, whether from choice or through some kind
of coercion. English as a Lingua Franca (henceforth ELF) has the largest number
of users of English worldwide, of whom the vast majority are nonnative speakers.
The resulting diversity and emergent nature of ELF communication mean that it is
not amenable to being captured in descriptions of static norms, and therefore that
conventional language assessment is ill-equipped to deal with it. This chapter is
thus different from the others in the volume to the extent that as tests of ELF do
not currently exist, the discussion is primarily conceptual, exploring develop-
ments in thinking about assessing ELF rather than contributing to and critiquing
specific test types, goals, and descriptors. After introducing the ELF background,
we go on to discuss early orientations to assessing nonnative uses of English, in
particular, the work done within the related field of World Englishes. We then
consider some key conceptual approaches from ELF scholars, both earlier and
more recent, along with the influences on these approaches from the field of
critical language assessment and research into multilingualism, particularly
translanguaging. Next, we discuss the kinds of difficulties that are faced by
anyone attempting to pursue a nontraditional ELF-oriented approach to the
assessing of English. We end by exploring some possible future directions that
ELF-oriented language assessment scholars might take in designing and intro-
ducing a radical new way of assessing of English in its ELF guise.
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Introduction

The term, ELF, refers to the use of English in intercultural communication among
English users from any part of the world. In other words, it can involve speakers
from any of the postcolonial regions (Kachru’s “outer circle”), the Anglophone
countries (Kachru’s “inner circle,” whose varieties he described as “norm-provid-
ing”), and the many countries where English is learnt and used by its speakers but
has few or no internal functions (Kachru’s “expanding circle,” which he described as
“norm-dependent,” i.e., dependent on the norms of Anglophone varieties and later
also on outer circle norms; see Kachru 1992, 2005). The crucial point is that we are
talking about a use of English that transcends national/first language boundaries, by
contrast with the established nativized or developing varieties of English used within
any one country of the outer circle. However, while ELF includes the use of English
across all these countries, its largest number of users by far comes from the
expanding circle, whose English speakers tend to use the language exclusively for
international/intercultural (i.e., ELF) communication.

A number of forms have been identified in research as occurring across ELF
speakers from a large number of different L1s. These include countable use of nouns
that are (currently) uncountable in native English (e.g., “feedbacks,” “softwares”),
interchangeable use of the relative pronouns “who” and “which,” and alternative
ways of pronouncing the voiceless and voiced dental fricative “th” (see Seidlhofer
2011 for further examples and discussion). ELF use also involves L1-specific
features carried over from speakers’ L1s, a phenomenon traditionally described as
“L1 transfer.” The situation was further complexified by the later recognition that
much ELF communication consists of transient interactions co-constructed “online”
as speakers from diverse language backgrounds convey and negotiate meaning
through accommodation strategies and the like. The English that results is
unpredictable, and often characterized by ad hoc, nonce, and hybrid forms. Indeed,
the most defining feature of ELF use is now seen as its “variably variable” nature.
Despite these potential problems, however, ELF communication is not only
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frequent, but also, according to a large body of research, highly successful. This has
implications for English language assessment.

Early Developments

Research into ELF communication, and therefore thinking about assessing ELF,
began relatively recently. However, some of the key issues had already begun being
tackled within the field of World Englishes (henceforth WE). And as WE research
had a major impact on early conceptualizations of ELF, we include the relevant (for
ELF) research on testing WE in this section on “Early Developments.”

One of the first WE researchers to observe that there was (and remains) a
disconnect between the way English is used in context as a social (including
professional) practice by nonnative speakers of WE and the Anglophone norms
preferred by the major international examination boards was Lowenberg (e.g.,
1993). He argued that there was “an implicit, and frequently explicit, assumption
. . . that the universal target for proficiency in Standard English around the world is
the set of norms which are accepted and used by highly educated native speakers of
English” (2000, p. 67; his italics). This, as Davidson (2006) points out, called into
question the validity of the international English language tests, for although such
items might be correct in Anglophone (typically Australian, UK or US) contexts,
they were often not appropriate, or even correct, in other local contexts. In addition,
as Lowenberg also pointed out, “by not reflecting the sociopolitical reality of
non-native varieties, [the tests] may unfairly discriminate against speakers of these
varieties” (2000, p. 69).

Lowenberg supported his argument with a range of examples. These demon-
strated both non-Anglophone use that was considered correct in the local context,
and how, in certain cases, local non-native English use was simply extending a
process that was already in place in standard native English. A case in point is the
conversion of uncountable nouns to countable. This is a relatively common process
in native English but is considered an error in nonnative English unless it has first
been “sanctioned” by native English speakers. Examples provided by Lowenberg
include countable use of “furnitures,” “luggages,” and “equipments.”

While supporting the use of local norms for the postcolonial Englishes,
Lowenberg (2000) had argued in favor of retaining native English norms for the
expanding circle Englishes. Two years later, however, he revised his position and
extended his argument of the right to local norms to the expanding circle, in other
words, to English used primarily for intercultural communication, or ELF (although
Lowenberg did not himself use the term “ELF”). His claim was similar to the one he
had previously made in respect of WE contexts, if a little more tentative. That is, that
“in many of these Expanding Circle settings, the norms for Standard English usage,
teaching, and testing may not always be those of the Inner Circle.” He also observed
that as with outer circle Englishes, “Expanding Circle norms result from productive
processes that also occur in the Inner Circle varieties” (2002, p. 431).
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Lowenberg now argued, therefore, as he had done previously in respect of the
outer circle Englishes, that developments in the expanding circle, too, called into
question the validity of international tests predicated on native English. Again, he
provided examples to illustrate his claim: morphological and syntactic innovations
such as article use (e.g., Korean article use of “a hard work,” and “a great
patience,” p. 432), use of native English uncountable nouns as count nouns, and
differences in the formation of phrasal verbs. Lowenberg saw such items as
“varietal” features, and thus as “differences” from native English rather than
“deficiencies” by comparison with it. This meant, he claimed, that it would be
possible to describe expanding circle varieties and distinguish their features from
deficiencies caused by faulty second language acquisition. These varietal features,
he argued, could then be taken account of, rather than penalized, in international
tests.

The following year, Davies et al. (2003) noted, like Lowenberg, that imposing
native English norms on nonnative speakers in tests such as TOEIC, TOEFL, and
IELTS, and penalizing them for not using these norms, risked being “discriminatory”
(p. 571). A little later, Davidson (2006) made a similar point, also repeating a crucial
question left open by Davies et al. (2003) as to whose norms should be used in tests
of English. Davidson called for more empirical research into the quality and quantity
of variation across native and nonnative Englishes to help answer the question,
arguing that “large testing companies . . . will act and act most profoundly when
confronted with hard, cold numbers” (p. 714).

It was at this point, i.e., 2006, that ELF research made its first entry into the
English language assessment debate. This took the form of a commissioned “Point
and counterpoint” between Jenkins and (Taylor 2006) for the 60th anniversary issue
of ELT Journal. In essence, (Jenkins’s 2006) point was that “recent changes in both
users and uses of English have become so far-reaching that a major rethink of
English language teaching goals is called for” and “that this will first require a
substantial overhaul of English language testing” (p. 42). Focusing on lingua franca,
i.e., international uses of English, the author’s approach was nevertheless that of
“early ELF,” or what I later called “ELF 1” (see Jenkins 2015). That is, it still looked
at ELF from a WE “varieties” perspective. Even so, it already highlighted the in situ
co-construction of meaning among nonnative English speakers from different L1s
through their use of accommodation strategies and ad hoc creativity. This presaged
the forthcoming recognition of variability as the defining feature of ELF communi-
cation and a move away from a monolithic framing of language competence in terms
of native speaker norms and practices.

Although Taylor, perhaps mindful of her role as a representative of one of the
major international language examination boards, scarcely engaged with Jenkins’s
central argument and seemed to maintain a position that continued to privilege native
speaker norms, she nevertheless made an important point in observing that testing is
“the art of the possible” (p. 58), and pointing out that recent global changes in
English were undoubtedly making the work of the examination boards more diffi-
cult. This suggested that Taylor did at least recognize that things could not stay the
same and that changes would eventually have to be made. The essence of this debate
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and the nascent recognition of the shape of things to come have been borne out by
more recent work.

Major Contributions

As the amount of available empirical evidence from ELF research increased during
the first decade of the twenty-first century, ELF’s variable, emergent nature became
increasingly clear, and the earlier focus on common ELF forms gave way later in the
second half of the decade to the understanding, noted above, that contingent
variability was ELF’s defining feature. This, in turn, meant that ELF could no longer
be seen as similar to WE and approached from a varieties perspective. The implica-
tions for English language assessment were substantial: if ELF were not a stable
variety as such, then there would be no normative references in terms of language
forms and/or use for testing, and if this was so, it would be impossible to assess ELF
by conventional psychometrically oriented standardized tests of the kind that were
currently being administered around the world. In a fundamental way we are
drawing on insights from a Hymesian perspective. Blommaert (2015, pp. 21–22)
argues that use of language should not be understood “. . . by reference to ‘Lan-
guage’ with a capital L [e.g., English]. . . but by reference to repertoires. Such
repertoires are an organized complex of specific resources such as varieties,
modes, genres, registers and styles . . . repertoires can only be understood by
attending to their functions, i.e., to their actual and contextual deployment, not to
any abstract or a priori assessment of what they mean or of what they are worth . . ..”

However, the major international English language examinations showed, and
still show, no inclination to take ELF communication into account in their test
design. Instead, they continue to assess candidates’ ability with reference to putative
native English norms as if they would only be communicating with native English
speakers, or nonnative English speakers who only regard standard native varieties as
acceptable. The findings of empirical ELF research have thus had no influence to
date on the goals of English language assessment and the kinds of English that the
boards specify in their descriptors and accept as “correct.” In this section, with no
tests of ELF available for discussion and examination, we therefore explore the
major contributions to the debate around the need for ELF rather than EFL (i.e.,
native English) to be the main focus of international English language testing. We
start by considering two closely linked bodies of research and discussion that have
had major influences on thinking about assessing ELF, and in some cases, addressing
it directly: critical language testing and multilingualism. We then go on to discuss
contributions from inside ELF research.

Work on critical language testing has been critiquing the prevailing monolingual
approach of language testing for some time. While the researchers discussed above
made their case against the testing of native English from a WE perspective, others
have taken a critical view from the perspective of dynamic bilingualism and the
notion of the emergent bilingual (Flores and Schissel 2014). Earlier contributions
with clear implications for assessing English from an ELF perspective include
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Shohamy (2001, 2006), Canagarajah (2006), and Elder and Davies (2006). Three of
these date, like Davidson’s and the “point and counterpoint” discussed above, from
2006. Shohamy (2006) discusses six common mechanisms that she sees as affecting
language policy, one of which is language tests. She points out that in focusing only
on native English, the international English language tests are suppressing diversity.
In effect, then, by accepting only certain local varieties of native English, i.e.,
so-called standard American and British English, these tests deny the very “interna-
tional” character they claim to represent. Meanwhile, Canagarajah (2006) argues
against the testing of individual varieties per se, be they native English or WE, and in
favor of a more heterogeneous approach with “multiple norms and diverse gram-
mars” and a focus on “performance and pragmatics” (p. 232). Elder and Davies
(2006), although not themselves ELF researchers, focus specifically on ELF. They
propose two alternative models for assessing ELF. The first entails minor modifica-
tions to existing tests to render them “accessible and fair for ELF users without
changing the construct” (p. 282). The second involves treating ELF “as a code in its
own right,” similar to WE (ibid.). Neither of these would be considered acceptable
ELF-oriented solution 10 years later, the first because it remains predicated largely
on native English, the second because it takes the later discarded (for ELF) “varie-
ties” approach. However, for those coming from an ELF perspective, they are a step
in the right direction by at least recognizing that the phenomenon of ELF calls for
changes in the way English is assessed internationally.

More recently, another critical language assessment scholar, McNamara has also
contributed to the discussion, in three separate articles all of which engage directly
with ELF. In the first article, McNamara argues that “we are at a moment of very
significant change, the sort of change that only comes along once in a generation or
longer – the challenge that is emerging in our developing understanding of what is
involved in ELF communication” (2011, p. 507). He goes on to observe that ELF is
“a key feature of a globalized world” and as such “presents a powerful challenge to
assumptions about the authority of the native [English] speaker, an authority which
is enshrined in test constructs” (p. 513). His main focus, however, and again in his
2012 article, is on the Common European Framework of Reference (CEFR), and as
the CEFR is discussed in more detail below in relation to ELF, we will return to
McNamara (2011) later.

McNamara’s 2014 publication is part of a set of articles exploring communicative
language testing over the past 30 years, and considering whether it represented
“evolution or revolution.” McNamara’s conclusion is that communicative language
testing represents evolution rather than revolution and that it needs fundamental
change in two respects, firstly in relation to recent technological advances, and
secondly, in terms of the reality of English as it is currently used in lingua franca
communication around the world. In the latter respect, he remarks that:

the growing awareness of the nature of English as a lingua franca communication overturns
all the givens of the communicative movement as it has developed over the last 30 or
40 years. The distinction between native and non-native speaker competence, which lies at
the heart of the movement, can no longer be sustained; we need a radical reconceptualization

108 J. Jenkins and C. Leung



of the construct of successful communication that does not depend on this distinction
(p. 231).

He concludes by arguing that evolution is not sufficient in communicative
language testing and calls for revolution or, rather, “revolución!” (ibid.).

We note that McNamara’s central argument would apply in other contexts. What
counts as native speaker competence is now a moot point even in so-called native
English-speaking environments. For instance, Leung and Street (2014) report that in
a London school where over 80% of the students were from ethnically and linguis-
tically diverse communities, teacher-student talk in the classroom included not only
teaching-learning oriented content-based exchanges but also playful mock ad
hominem insults that seemed to (re-)affirm their cordial relationship. The intricate
weaving of formal pedagogic and informal social talk requires all interlocutors to
have a highly tuned sensibility to a local language practice, the maintenance of
which requires subtle negotiation of role boundaries and individual tolerances.

Shohamy, too, has engaged directly with issues relating to the assessing of ELF
specifically. This took the form of an unpublished plenary paper at the 7th Interna-
tional ELF conference (Athens, September 2014), with the title “Critical language
testing and English lingua franca: how can one help the other?” In her plenary,
Shohamy argued that ELF, along with the phenomena of translanguaging and
bi-multi-languaging, challenges traditional language testing. She went on to observe
that “for most people in the world, L2 is viewed as ELF, multilingual, and multi-
modal” resulting in “new and creative mixes.” These mixes, she noted, however, are
ignored in English language tests, which continue to impose “monolingual prac-
tices” and penalize L1 use. The latter paper presented from an ELF perspective some
of the ideas contained in a slightly earlier work, Shohamy (2011). In the article, she
points out that multilingual competence involves languages “bleeding” into each
other, and thus differing in crucial ways from monolingual competence. And yet, she
continues,

this multilingual functioning receives no attention in language testing practices. Further,
multilingual users who rarely reach language proficiency in each of the languages that is
identical to that of their monolingual counterparts are always being compared to them and
thus receive lower scores. Consequently, they are penalized for their multilingual compe-
tencies, sending a message that multilingual knowledge is a liability (p. 418).

These kinds of arguments linking English language testing with multilingualism
are likely to have a major influence on ELF researchers’ approaches to assessing
ELF. This is particularly so in relation to what Jenkins (2015) has elsewhere
described as “ELF 3,” that is, English seen as a multilingua franca, in which ELF’s
multilingual nature is its primary characteristic, rather than one feature among
several.

This takes us directly to the second body of scholarship mentioned earlier, that is,
multilingualism research. Key areas here that are likely to influence thinking about
assessing ELF are the notion of dynamic bilingualism (Flores and Schissel 2014;
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García 2009), the “multilingual turn” (e.g., May 2014), and translanguaging, that is,
“fluid practices that go between and beyond socially constructed language and
educational systems, structures and practices to engage diverse students’ multiple
meaning-making systems and subjectivities” (García and Wei 2014, p. 3; their
italics). In all these, as well as in several other approaches including the work of
scholars such as Cenoz (e.g., 2009) and Kirkpatrick (e.g., 2007), who have long
argued that monolinguals should not provide benchmarks for the assessment of
multilinguals’ English, multilingualism is seen as the norm, monolingualism as the
exception, and translanguaging as part of normal language practices. This work has
profound implications for the future testing of English, and we will return to it in our
discussion of future directions below.

We turn now to major contributions to assessing ELF from within ELF research
itself. Despite the burgeoning amount of research into ELF that has been published
over recent years, remarkably little has in fact focused on the issue of assessment.
This is not surprising given the massive challenge that ELF presents for assessment.
Nevertheless, five key publications have engaged with this challenge, all arguing in
various ways that English language assessment urgently needs to address the
findings of ELF research. Meanwhile, another group of publications has explored
ELF in important ways in respect of the CEFR more specifically. We will now look
at both groups.

Two of these publications (Chopin 2014 and Newbold 2014) were published in
the same edited volume on ELF pedagogy. Of the 14 chapters in the volume, these
were the only two focusing on assessment, demonstrating the current difficulties
facing anyone attempting to conceive of ways of assessing English use that are not
predicated on some kind of linguistic norms. Both authors focus on testing in higher
education, and specifically on tests for university entrance. This is not surprising
given that the rapid increase in mobility affecting higher education, with the result
that many universities are becoming major sites of ELF communication. Both
authors argue for the need to move away from native English norms in assessing
suitability for university study. Chopin proposes a radical solution to the issue of
language form: “simply to ignore it” (p. 200). She explains as follows:

That is to say that language testing could and should change focus, away from form and
towards other aspects of performance which may be more meaningful in terms of how
people successfully communicate with each other (ibid.).

Chopin goes on to argue that “[f]orm, if the test-taker’s speech is intelligible,
could be in this way side-stepped” and that both native and nonnative speakers
would need to be tested as both “would need to show evidence of being able to
accommodate and negotiate meaning with interlocutors” (p. 201). She adds that “the
native speaker would no longer be given a free pass, with the assumption that being a
native speaker by definition gives an ability to communicate effectively in ELF
settings” (ibid.).

In his chapter, Newbold describes an online test, Test of English for European
University Students, that he and colleagues at the University of Venice devised to
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test incoming Erasmus students’ receptive skills. The listening test, which was most
realistic in terms of ELF communication, or “the closest encounter with ELF” as
Newbold himself puts it (p. 217), included a section in which candidates listened to
students from a wide range of L1s exchanging opinions after a lecture. The candi-
dates’ response was overwhelmingly favorable with, for example, 47% saying it was
“fairly realistic” and 53% “very realistic.” The greater challenge, however, as
Newbold points out, will be developing an ELF-oriented test of productive skills.
Taking a very similar position to that of Chopin, he considers that any such test

would need to be grounded in the pragmatics of ELF interaction, and it would need to
identify features of successful communication, and to allow for formal variation in a
qualitatively different way from rating scales currently used in institutionalized testing. It
would need to be user-centred and norm-defocused (p. 220).

Finally, he argues, anyone devising such a test would need to have a clear
understanding of its purpose and therefore of the precise context in which it was to
be administered. This echoes Blommaert’s point (see above).

Hall (2014) shares very similar concerns to those of the previous two authors.
He challenges the monolithic approach of current standardized English language
tests, with their focus on standard English and native English (which amount to the
same thing for the examination boards) on the grounds that they ignore the
diversity of English language users and uses. He argues “on both cognitive and
social grounds. . . that the Englishes encountered and appropriated by non-native
speakers will inevitably be qualitatively different from ‘standard English’ models,
and that the effectiveness of the resources learners do develop should be assessed,
where appropriate, independently of linguistic criteria” (p. 376). Hall proposes
instead an approach that he calls “Englishing,” a shift “from testing how people
use the language to testing what they can do with it” (ibid.: his italics). This, he
notes, would facilitate a move away from the problematic assumption of “a fixed
notion of what English is, such that ‘it’ can be used” (p. 384), and will in his view
will mean not merely making adjustments to current practices, but will involve a
fundamental rethink of testers as to “what English is and how it is learned and
used” (ibid.).

Jenkins and Leung (2014) take a similarly radical view of the need for change.
After reviewing a range of so-called international English language tests, they argue
from an ELF standpoint that these tests are far from international as they “continue to
focus narrowly on native English norms, while no substantial adjustments have been
made to the basic assumptions of what English is,” with the result that they have
“failed to keep in touch with contemporary developments in English” (p. 1613).
They argue, citing McNamara (2011) that current English language testing ideology
is having a negative impact on the language itself as well as on test candidates and
their future prospects, and reaffirm the call to language researchers to contribute to
the task of better understanding “what communication may comprise in terms of
participant-driven uses of English as a linguistic resource in contemporary condi-
tions” (p. 1615; also see Jenkins (2006) for an earlier discussion on this point).
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Finally, focusing on English language university entry tests specifically, Jenkins
(2016) takes up the previous theme by arguing that awareness of the sociolinguistic
implications of the international spread of English, and of relevant findings in ELF
research, is lacking in current test design. She points out that standardized tests are
unable to cope with the fact that language is messy, and lingua franca use is even
messier, which renders futile the attempt to impose a preset template on contingent
use in diverse English contexts. To this extent, she argues, none of the current
“international” examinations are fit for purpose. She concludes that to be valid, an
international English language entry test

will focus on everyone’s ability to use English as a tool of intercultural communication in
their own context, not on NNESs’ ability to mimic certain anonymous NESs. And it will not
allow NESs to see themselves as English language experts. This will give English language
entry tests authenticity and validity, whereas currently they have neither as far as my
international student research participants were concerned

The remaining contributions from ELF researchers focus specifically on the
CEFR rather than on tests. It is important to consider the CEFR as it is currently
used as the benchmark for so many tests in countries all around the globe, despite its
original European basis. And in most of these countries, i.e., in the expanding circle,
the test candidates will use their English in ELF communication rather than with
speakers of the kind of native English on which they are tested. The problem with the
CEFR in this respect is that it does not distinguish between a foreign language and a
lingua franca. Furthermore, it tacitly assumes that language learning is about learn-
ing the native variety. Therefore when it is used as a reference framework for
assessment, test development slipstreams into adopting this assumption. And
because of its seemingly all-purpose supranational status and its global reach, it
has pervasive influence that is difficult to discount. This has been accentuated by its
remoteness of origin (hailing from a quasi-governmental organization in Europe),
which has also made change difficult. Finally, its focus on target language compe-
tence has not been augmented, to date, by discussion on the learning processes that
takes dynamic multilingualism and translanguaging into account.

As mentioned earlier, McNamara (2011, 2012) has drawn on an ELF perspective
to critique the CEFR. He questions the source of the CEFR’s authority and argues
“the determination of test constructs [such as the CEFR] within policy-related
frameworks leads to inflexibility” (2011, p. 500). Hynninen (2014) takes a similarly
critical view of the CEFR from an ELF perspective. She considers that “the native
speaker and native language culture foci particularly of the proficiency level descrip-
tors” require a fundamental rethink in light of “the ways ELF speakers have been
found to regulate language in ELF interactions” (p. 293). This, she argues, means
“not only moving beyond native speaker-non native speaker contacts and the idea of
a native speaker target culture, but also moving towards more context-aware assess-
ment criteria” informed by ELF research findings (ibid.). Pitzl (2015) challenges the
CEFR still further, and from a different standpoint: its representation and discursive
construction of misunderstanding and communication breakdown. She provides
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closely analyzed evidence to demonstrate that “the deficit portrait of intercultural
communication in the CEFR may be based on a number of implicit logical fallacies,
such as the idealized notion that L1 communication is perfect and devoid of
miscommunication” (p. 91). She argues that essentialist notions of this kind should
be abandoned in favor of conceiving “understanding as a jointly negotiated and
interactional process” (ibid.; her italics), as proposed by researchers into Business
ELF and intercultural communication.

Despite this small but growing body of focusing on assessment from an ELF
perspective, now dating back 10 years, as we mentioned earlier, there has so far been
little action in addressing this research on the part of the international examination boards,
a situation that Newbold rightly describes as “somewhat surprising” (2014, p. 219).

Work in Progress

It is now clear that the conceptual basis for a shift in thinking is in place for
embracing the relevance of ELF research in language assessment. In the next period,
research would need to pay attention to, inter alia, the following issues:

In psychometrically oriented standardised testing, construct validity has been a
key criterion for test quality. Construct has been defined by Bachman and Palmer
(1996, p. 89) as “. . . the precise nature of the ability we want to measure, by defining
it abstractly.” They further suggest that “. . . we can consider a construct to be the
specific definition of an ability that provides the basis for a given assessment or
assessment task and for interpreting scores derived from this task” (Bachman and
Palmer 2010, p. 43). For the sake of argument, let us assume that we define ELF
competence abstractly as “the ability to convey and negotiate meaning to achieve
communicative goal/s.” This abstract definition would not get us very far the
moment we try to be specific about any assessment task because, as we have seen,
the essence of ELF-mediated interaction is its agentive, contingent, dynamic and
emergent nature. It is not possible to pre-specify the way/s in which communication
is accomplished. The question here is whether the notion of construct, as it has been
understood in language assessment research hitherto, is workable in assessment
settings where ELF is a legitimate concern. (For a wider discussion on further
work on “construct,” see Newton and Shaw 2014).

In conventional rating scales, competence is generally graded in terms of levels,
bands, stages, or marks, and the scoring rubrics tend to refer to performance
descriptors that indicate the “typical” performance at different levels of accomplish-
ment. All of this presupposes that we have a clear view of what different levels of
accomplishment look like. Given the contingent nature of ELF-mediated communi-
cation, it would be difficult, indeed meaningless, to prespecify different levels. If this
is the case, do we need to adopt a binary rating frame that comprises only “pass” or
“fail”? If we did adopt this binary rating approach, would we be dealing with an
exclusively “communication outcome” orientation in language assessment? Would
we be jettisoning any possible use of assessment for formative language learning
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purposes (because assessment activities would now be insensitive to different ways
of using language and extents of accomplishment)? Or is it the case that ELF-minded
assessment would need to engage in further empirical work to establish patterns of
flexible use of linguistic and other semiotic resources so that we can begin to
establish helpful vignettes of degrees and/or types of successful communication as
reference points for assessment schemes?

All assessment of second/foreign/additional language implicates speakers’
bi/multilingualism experience, particularly in terms of their learning experience of
which lingua franca communication (in English or any other language) is likely to be
a component. Does this mean that ELF considerations are automatically relevant to
all language assessment, or is there a need to develop a finer-grained understanding
of the relevance of ELF in relation to assessment purpose? It would be relatively easy
to see the relevance of ELF sensibilities if we are considering the spoken English
language competence of, say, engineers from diverse language backgrounds work-
ing in multinational and multilingual teams. ELF sensibilities might not be so
obviously relevant if we are dealing with the criteria for assessing English language
competence of, say, legal professionals who need to have very high levels of
lexicogrammatical accuracy and idiomatic control in the written mode in accordance
with a particular local jurisdiction. A good deal of conceptual and empirical work is
needed to pave the way for better understanding of this complex question.

Problems and Difficulties

It will be clear from all we have said so far, that the notion of assessing ELF involves
a range of problems and difficulties, both practical and conceptual. At the practical
level, the complexity of ELF communication – its emergent nature and the sheer
diversity of its users – means that conventional testing methods involving testing
against certain established norms cannot be used. Some of the ELF scholars cited
above have suggested alternative areas for ELF assessment to focus on, such as
“Englishing” (Hall 2014), which seem promising. But these alternatives will involve
a major rethink and investment on the part of the examination boards, who seem, at
least for now, not to have changed their practices, given that these practices are
currently proving highly commercially successful. Until these frameworks are
revised to incorporate lingua francas, and ELF in particular, English language
assessment in general will continue to benchmark their criteria against an often
inappropriate monolingual version of English.

A related issue is the powerful influence of established transnational and national
English language assessment frameworks in different world locations. These frame-
works often achieve their preeminence through complex processes of ideological
articulation and political endorsements. There is still a tendency by the “big tests” to
treat some distinctly Anglo-centric practices as “international.” Some assessment
frameworks such as IELTS present themselves as international because they are
marketed internationally. The assumptions and norms underpinning their operations
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are palpably based on Anglophone practices. Any attempt at reform or further
development by language assessment professionals is likely to be a very complex
and long-term effort (for a wider discussion on global trends in assessment and
evaluation see Meyer and Benavot 2013).

Future Directions

Looking ahead, we believe that it will be important to widen our notion of “English”
beyond the so-called standard varieties and narrowly defined norms, to include
divergent, local, agentive ELF use comprising contingently and jointly agreed
wordings, and sociopragmatics influenced by elements of speakers’ dynamic multi-
lingual and translingual communication where appropriate and necessary. This
means that the hitherto strong emphasis on reproduction of monolingual English
native speaker norms and practices should be applied only where such criterial
considerations can be justified in terms of context and purpose. English Language
assessment in different world locations should pay close attention to the ways in
which English is used for different purposes in different kinds of multilingual
settings. Practically, then, the design and development of assessment criteria, pro-
cedures, and tasks should take full account of local practices and embrace a variety
of assessment formats, activities, and reporting instruments that can help sample and
reflect learner/user performance adequately. In other words, we are talking not just
about “assessing ELF” as such but about taking account of ELF use where appro-
priate in the conceptualization and design of English language assessment.
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Task and Performance-Based Assessment

Gillian Wigglesworth and Kellie Frost

Abstract
The increasing importance of performance testing in testing and assessment
contexts has meant that the behavior of test tasks, how they perform, and how
they are assessed has become a considerable focus of research. During the 1990s,
performance assessment evolved alongside the multicomponential models of
language that were emerging, while, at the same time, detailed frameworks of
task characteristics were discussed which provided basis for both test design and
test-related research. In second-language acquisition research, tasks have long
been an important focus of research although the focus has been different in the
testing context where the impact of the properties and characteristics of tasks and
how they impact on test scores has been explored, as has the role of raters in the
process.

Recently, interests have moved beyond assessing the individual components
of language proficiency – speaking, writing, reading, and listening – to include
integrated tasks which add a further element of complexity to the assessment
process by incorporating more than one skill, for example, reading a passage and
completing a writing task based on this. These types of tasks contribute to the
increasing authenticity of the assessment for real-life situations but because these
types of tasks involve engaging skills and strategies that are not normally
included in language testing, further elements of complexity are added. These
are currently being addressed through a variety of research studies.
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Introduction

A performance test is “a test in which the ability of candidates to perform particular
tasks, usually associated with job or study requirements, is assessed” (Davies et al.
1999, p. 144). In the assessment of second languages, tasks are designed to measure
learners’ productive language skills through performances which allow candidates to
demonstrate the kinds of language skills that may be required in a real-world context.
For example, a test candidate whose language is being evaluated for the purposes of
entry into an English-speaking university or college might be asked to write a short
academic essay, or an overseas-qualified doctor might participate in a job-specific
role play with a “patient” interviewer. These kinds of assessments are increasingly
used in specific workplace language evaluations and in educational contexts to
evaluate language gains during a period of teaching.

The relationship between task and performance testing is a complex one. In the
context of language testing and assessment, performance assessment has become
increasingly important over the last three decades and has been the focus of
substantial empirical investigation. Performance-based assessments can be more or
less specific in terms of the language skills they are designed to assess. Tests such as
the IELTS or TOEFL are large-scale, high-stakes tests which are designed to
evaluate largely academic language skills, while others have proved a valuable
tool for assessing candidate performance in specific vocational contexts (e.g., the
Occupational English Test, which is used for assessing the language skills of
overseas-trained medical professionals prior to accreditation in Australia).

The role of tasks in performance-based assessments has recently attracted
considerable attention, both from a theoretical and a practical perspective. Generally,
there is little agreement about where “task-based language assessment” sits in
relation to language testing more generally; Bachman (2002) uses the term “task-
based language performance assessment” (TBLPA), while others (e.g., Norris 2002;
Mislevy et al. 2002) refer more generally to task-based language assessment, or
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TBLA. However, Brown et al. (2002) define task-based language testing as a subset
of performance-based language testing, clearly distinguishing between performance-
based testing, in which tasks are merely a vehicle for eliciting language samples for
rating, and task-based performance assessments in which tasks are used to elicit
language to reflect the kind of real-world activities learners will be expected to
perform and in which the focus is on interpreting the learners’ abilities to use
language to perform such tasks in the real world.

Early Developments

Performance assessments have been used for the evaluation of second languages for
at least half a century. McNamara (1996) argues that their development has been the
result of two factors. The first stemmed from the need to evaluate the language of
second-language learners entering English-speaking universities and from the need
to ascertain the language abilities of second-language learners entering specific
workplace contexts (e.g., doctors, nurses, flight controllers, pilots, teachers, tour
guides). The second has resulted from the increasing focus in second-language
learning and teaching on communicative language ability with its focus on the
ability to use language communicatively and appropriately in different contexts.
Bachman’s (1990) model of language proficiency, further developed in Bachman
and Palmer (1996), with its focus on the learners’ abilities to use language has been
hugely influential in developing the agenda for research into task and performance-
based language assessments. For test candidates, this trend toward task and
performance-based assessment means that they are evaluated on a much greater
range of language skills than those traditionally measured by the more discrete,
paper-and-pen-based tests. Thus, second-language task and performance assess-
ments have evolved in parallel with increasingly multicomponential models of
language ability. More communicative approaches to language learning and teaching
have been necessitated by the need to assess language in use, rather than language as
object. Building on Bachman’s (1990) model of language ability, Bachman and
Palmer (1996) articulate a detailed framework of task characteristics intended as the
basis for both test design and test-related research. These characteristics focus on the
setting, the test rubrics, the input to the task (both in terms of format and language
input), the expected response (again in terms of format and language), and the
relationship between the input and the response.

Second-language performance assessments can be conducted in a variety of
contexts. One option is in situ (e.g., in the classroom, in the workplace) through
observation. McNamara (1996, following Slater, 1980 and Jones, 1985) calls this a
“direct assessment” since the language behavior is being evaluated in the context in
which it is being used. Alternatively, second-language performance assessments
may be evaluated through simulations of real-world performance, i.e., tasks tailor-
made for the particular communicative purpose of the assessment. McNamara
(1996) argues that there are two factors which distinguish second-language perfor-
mance tests from traditional tests of the second language: the fact that there is a
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performance by the candidate and that this is judged using an agreed set of criteria.
Norris et al. (1998) add a third criterion arguing that the tasks used in performance
assessments should be as authentic as possible.

McNamara (1996) argues a distinction between strong and weak forms of second-
language performance assessment, based on the criteria used for judging the perfor-
mance. In the “strong” sense, assessment is made on the basis of the extent to which
the actual task itself has been achieved, with language being the means for fulfilling
the task requirements rather than an end in itself. In the “weak” sense, the focus of
the assessment is less on the task and more on the language produced by the
candidate, with the task serving only as the medium through which the language is
elicited – successful performance of the task itself is not the focus of the assessment.
This distinction is revisited in the later work of Brown et al. (2002, pp. 9–11) in
which the term performance-based testingwas used where the tasks are used to elicit
language samples for the purposes of rating – in McNamara’s terms, “weak”
performance assessments – and task-based performance assessments involve assess-
ments in which tasks are used to elicit language to reflect the kind of real-world
activities learners will be expected to perform and in which the focus is on
interpreting the learner’s ability to perform such tasks in the real world (p. 11),
“strong” performance assessments in McNamara’s terminology. This provides two
very different ways of defining the construct. In the “weak” version, the construct is
defined as language ability. In the “strong” version, it includes everything which
might contribute to the successful completion of the task, which means that there are
more likely to be a range of confounding factors including task characteristics and
test taker interactions with these that might affect score interpretation and use.

Major Contributions

In the second-language acquisition (SLA) literature, the properties and characteris-
tics of tasks, and the different conditions under which they can be administered, have
been the subject of intense scrutiny. A major focus of this research has been on how
learners manage the differential cognitive load associated with different types of
tasks and the extent to which these varying conditions and characteristics influence
learner productions (see, e.g., Foster and Skehan 1996; Skehan and Foster 1997;
Ellis 2003; Yuan and Ellis 2003; Ellis and Yuan 2004; Robinson 2007; Tavakoli and
Foster 2008). Different variables have been systematically investigated incorporat-
ing the conditions under which the tasks are administered, i.e., those conditions
external to the task. The task condition which has received considerable attention is
the provision, or not, of varying amounts of planning time (see, e.g., Ellis 2005). The
internal characteristics of tasks have also attracted substantial attention. In particular,
the series of studies by Foster and Skehan (1996, 1999) and Skehan and Foster
(1997, 1999) indicate that different task characteristics (e.g., dialogic versus
monologic, structured versus unstructured, simple versus complex in outcome)
have differential impacts on measures of fluency, complexity, and accuracy in the
learners’ discourse (Skehan 2001). Much of the above work has been motivated by
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information-processing models of second-language acquisition (see Skehan 1998)
and has used detailed analyses of elicited discourse (written or spoken) to evaluate
changes in measures of complexity, accuracy, and fluency which might result from
different task conditions and characteristics.

In relation to performance testing and assessment, the need to link test tasks to
theoretical models of cognition and language learning is evident in Mislevy,
Steinberg, and Almond’s (2003) “evidence-centered” approach to designing assess-
ments and in Kane’s (2006) highly influential argument-based approach to test
validation. Studies have focused on exploring how different task properties might
impact on candidate performance in the context of classroom-based assessment
practice and in relation to high-stakes assessments, such as TOEFL and IELTS.
The approach taken by many of these studies has been to evaluate the learner
performances on two levels – externally through rating and internally through
analyses of candidate discourse.

Task-based performance assessments in teaching programs have proved particu-
larly valuable because task-based assessments can be linked to teaching outcomes,
provided outcomes are defined in terms of task fulfillment, rather than purely in
terms of language ability. A further consequence can be that well-designed assess-
ment tasks have the potential to provide positive washback into the classroom.
However, the issues raised by the use of tasks for these types of assessments are
considerable. Brindley and Slatyer (2002) examined the effect of varying the
characteristics and conditions in listening assessment tasks used in the context of
an outcome-based reporting system in which teachers themselves develop tasks for
assessment purposes, and Wigglesworth (2001) undertook a similar investigation of
speaking tasks by manipulating a series of task conditions and characteristics. Both
studies found small effects as a result of manipulating the variables but also point out
that interaction effects impact on the variables in ways which are difficult to separate.
Such studies, which systematically manipulate different task variables, are of crucial
importance since teachers are often involved in the development of assessment tasks
and must understand how these work in order to produce comparable and defensible
judgments of students for classroom assessment purposes.

In the high-stakes testing context, the impact of task properties and characteristics
on performance has been investigated in a series of studies which used test scores to
investigate potential differences (e.g., Lee 2006), as well as measures of complexity,
accuracy, and fluency to determine whether finer distinctions imperceptible to raters
are marked in the candidate discourse (see, e.g., Iwashita et al. 2001; Elder et al.
2002; Wigglesworth 1997; Brown et al. 2005; Elder and Wigglesworth 2005). The
general outcome of these studies has been that raters perceive no differences, and in
general, very few, if any, differences have been detected in the discourse. Necessar-
ily, given the testing focus, task difficulty has been a particular focus of these studies,
since for testing purposes, it would be useful to be able to design tasks of predictable
levels of difficulty which can be manipulated to elicit appropriate performances
across candidates. Norris et al. (1998) and Brown et al. (2002) provide a compre-
hensive empirical investigation of the problems of the comparability of real-world
performance tasks, by systematically manipulating three cognitive processing
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variables (code complexity, cognitive complexity, and communicative demand) in a
series of test tasks. In summarizing their findings in relation to task difficulty, Norris
et al. (2002, p. 414) point out the importance of individual responses to tasks, which
may impact on measures of task difficulty. They argue that:

initial evidence from this study did not support the use of the cognitive processing factors –
as operationalized in our original task difficulty framework – for the estimation of eventual
performance difficulty differences among test tasks. While there was some indication that
average performance levels associated with the three cognitive task types differed in
predicted ways, these differences did not extend to individual tasks. What is more, evidence
suggests that examinees may have been responding to tasks in idiosyncratic ways, in
particular as a result of their familiarity with both task content and task procedures.

Elder et al. (2002) asked candidates about their perception of task difficulty and
found they too were unable to estimate the difficulty of a task even after they had
performed it. Indeed, Bachman (2002) argues that the complex nature of task
performances, which involve large numbers of interactions (e.g., between candidate
and task, task and rater, candidate and interlocutor, etc.), means that task difficulty
cannot be conceptualized as a separate factor. Specifically, in relation to speaking
tests, Fulcher and Reiter (2003) question assumptions that underlie SLA approaches
to conceptualizing task difficulty in terms of particular task conditions and charac-
teristics, suggesting instead that difficulty is more likely explained by interactions
between the pragmatic features of tasks and the first-language background of test
takers.

While both writing and speaking performance test tasks need to be subjectively
rated, with all that rater variables entail, performance testing in the assessment of
speaking skills brings the additional variable of the interlocutor. As Brown (2003)
shows, the same candidate can produce qualitatively different performances when
interviewed by different interviewers, and this may mean that the raters interpret the
candidate’s performance differently. Other studies (e.g., Morton et al. 1997; McNa-
mara and Lumley 1997; Davis 2009; May 2009), where raters evaluated not only the
candidate but the interlocutor performance as well, have found that raters tend to
compensate for what they view as deficient interviewer behavior. Studies by Ducasse
and Brown (2009) and Galaczi (2014) suggest that interactional features beyond
topic development and organization, such as listener support strategies or interac-
tional listening, turn-taking behaviors, and interactional management, should be
included in rating scales.

Another aspect of a task which may influence the test scores is the nature of the
rating scale used to judge performance. Since these judgments are by nature subjec-
tive, they require well-defined rating scales. Rating scales consist of a set of criteria
upon which a performance can be judged. They are necessarily limited in scope
because no rating scale can attend to all possible aspects of performance, and thus
choices about what to rate (intelligibility, accuracy, complexity, clarity) must be
made, as well as choices about what proportion of the score is appropriate to allocate
to each rating criterion – in other words, some criteria may be weighted more heavily
than others. Rating scales need to be designed to allow accurate judgments of the
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speech or writing samples elicited and need to be valid in terms of the relevant
language construct. Rating scales may rate task performance globally, based on a
holistic impression, or analytically on a feature-by-feature basis. Knoch (2009)
compared two rating scales, holistic (consisting of general descriptors) and analytic,
consisting of detailed, empirically derived descriptors. She found that the latter scale
was associated with higher rater reliability and was preferred by raters. Fulcher et al.
(2011) distinguish between two broad approaches to rating scale design and devel-
opment: measurement-driven approaches, whereby descriptors are ordered in a
linear fashion on a single scale, and performance data-driven approaches, whereby
descriptors are empirically derived. The researchers argue that the latter approach
provides richer and more meaningful descriptions of performances.

Rating scales can only ever guide human judgments, however, and decisions
between raters may vary widely, with potential consequences for test fairness. It is
now widely acknowledged that raters differ in both self-consistency and in their
severity (Upshur and Turner 1999; Huhta et al. 2014; Granfeldt and Malin 2014) and
also in the way they construe the different elements of the rating scale (Lumley 2002;
Harding et al. 2011; Kuiken and Vedder 2014). Rater training thus becomes a critical
component in task-based performance assessment. While ideally rater training may
aim to reduce differences in severity across different raters, where this is not
achievable, training needs to ensure that raters discriminate consistently in terms
of severity across different levels of performance. As a result of these inherent
differences in rater severity, best practice in assessment advocates double rating or
even multiple ratings in the event of discrepancy between pairs. Statistical analyses
of scores can then be used to gain a greater understanding of how different raters
behave or to compensate for individual rater differences.

Work in Progress

A central tenet of task-based language assessments is that the tasks are designed to
represent authentic activities which test candidates might be expected to encounter in
the real world outside the classroom. In particular, as Douglas (2000) points out,
authenticity is central to the assessment of language for specific purposes and is part
of what differentiates it from more general types of language testing. This is because
a “specific purpose language test is one in which test content and methods are
derived from an analysis of a specific purposes target language use situation, so
that test tasks and content are authentically representative of tasks in the target
situation” (p. 19). However, the issue of authenticity is not a trivial one, and the
extent to which specific tasks can represent authentic real-world activity has attracted
considerable debate and empirical investigation, using a variety of different
approaches (see, e.g., Cumming et al. 2004; Lewkowicz 2000; Spence-Brown
2001; Wu and Stansfield 2001).

While performance-based tests have traditionally focused on independently mea-
suring the four core language skills (speaking, writing, listening, and reading),
efforts to better simulate real-world task demands, thereby enhancing authenticity,
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have led to the development and use of integrated speaking and writing tasks (e.g.,
the TOEFL Internet-based test (iBT)). Integrated tasks require test takers to read or
listen to source texts and to incorporate information from these texts into their
speaking or writing test performances (Lewkowicz 1997). In addition to enhancing
the authenticity of the tasks, integrated tasks also mitigate against some candidates
having greater familiarity with the topic than others, since a common source of input
is provided.

Existing research into the use of integrated writing tasks has examined how
writers make use of the source material when responding to integrated tasks (e.g.,
Cumming et al. 2006; Plakans 2009; Weigle and Parker 2012), as well as the
discourse produced by students across different score levels on the writing section
of the TOEFL iBT (Gebril and Plakans 2013; Plakans and Gebril 2013). Studies
addressing the use of integrated tasks as a measure of speaking ability have exam-
ined test takers’ strategic behaviors (Barkaoui et al. 2013), rater orientations
to integrated tasks (Brown et al. 2005), the impact of task type on test scores
(Lee 2006), and the way in which test takers incorporate source materials into
spoken performances (Brown et al 2005; Frost et al. 2012). In a recent study,
Crossley et al. (2014) examine the interaction between test takers’ spoken discourse,
characteristics of task and stimulus materials, and rater judgments of speaking
proficiency on a listening-speaking task of the TOEFL iBT. They found that the
integration of source text words into spoken performances was predicted by three-
word properties: incidence of word occurrence in the source text, the use of words in
positive connective clauses, and word frequency in the source text. They also found
that the incidence of source text words in the spoken responses was a strong
predictor of human judgments of speaking quality.

Problems and Difficulties

While there is broad agreement that task authenticity is desirable in performance
testing and assessment (e.g., Bachman and Palmer 1996; Douglas 2000; Norris et al.
1998; Brown et al 2002), the extent to which inferences can be made from the
language elicited by particular test tasks as a reflection of the candidates’ ability to
manage the task in a subsequent real-world context is not fully resolved.

Concerns that need to be addressed in relation to authenticity relate to the problem
of the generalizability of the outcome. In the “weak” view of language testing, where
concern is with the underlying language abilities, a criterion of task fulfillment may
not be considered of great importance. In the “strong” view of performance testing, a
task designed to assess the ability of candidates to carry out the activity in a real-
world setting would need to be assessed on a criterion of task fulfillment rather than
for its linguistic accuracy, for example. An unresolved issue here is who should
decide whether the task has been carried out successfully – language specialists or
specialists in the field of the task activity? The gap between linguistic criteria and the
aspects of communication valued by professionals in the workplace, for example, is
widely acknowledged. There are a number of studies which have examined this issue
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(e.g., Elder and Brown 1997; Brown 1995; Elder 1993; Elder et al. 2012; Knoch
2014; Kim and Elder 2015), but the question remains one of balancing authenticity
and generalizability. While the “weak” view is likely to assess underlying language
skills in ways which are relatively broadly generalizable, the “strong” view is likely
to produce judgments which are more authentic and relevant to the real-life situa-
tions toward which the candidate may be moving. These judgments about the quality
of performance may not, however, be replicable in other contexts.

Task-based performance testing is attractive as an assessment option because its
goal is to elicit language samples which measure the breadth of linguistic ability in
candidates and because it aims to elicit samples of communicative language (lan-
guage in use) through tasks which replicate the kinds of activities which candidates
are likely to encounter in the real world. As a test method, however, it remains one of
the most expensive approaches to assessment and, in terms of development and
delivery, one of the most complex. There is also the potential for reduced general-
izability since tasks used in such assessments tend to be complex and context
specific, which means that inferences which are based on them may not always
extrapolate to the domains they are intended to represent. An additional difficulty is
that of replicating tasks in a way which ensures consistency of measurement.

Future Directions

The development of appropriate tasks for use in performance assessment must be
underpinned by an understanding of how the tasks relate to the construct and of
which factors may potentially interfere with their validity and reliability. There is
currently only a relatively limited amount of empirical research which systematically
examines the types of tasks used in task and performance-based assessments and
which can illuminate how different tasks work for assessment purposes. The com-
plex nature of tasks, and their relationship to real-world performances, makes it
crucial that we understand more about how the various different elements of the task,
which impact on candidate performance with the task, interact.

Performance on integrated tasks, for example, requires candidates to engage skills
and strategies that may extend beyond language proficiency in ways that can be
difficult to define and measure for testing purposes. As Douglas (1997) and Lee
(2006) have noted, test taker performances on integrated tasks involve not only
productive skills but also comprehension skills and the ways in which these dimen-
sions of language ability are integrated by test takers into their language perfor-
mances remains, as yet, predominantly intuited by test developers. Furthermore,
while it is well known that stimulus materials impact on test performance, the way in
which test takers make use of these materials in their responses, particularly the
strategies involved in summarizing and incorporating content from written and oral
texts into speaking performances, is not well understood and requires further empir-
ical investigation.

Testing is a socially situated activity although the social aspects of testing have
been relatively under-explored (but see McNamara and Roever 2006). Testing and
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assessment activities take place in a social context, and this is particularly the case
with task- and performance-based assessment. In speaking assessments, the inter-
locutor has a crucial role to play. However, while the interlocutor is often a trained
interviewer, this role may also be taken by another test candidate or a group of test
candidates. In relation to paired and group test activities, a whole raft of variables are
ripe for exploration since “we can hypothesize that the sociocultural norms of
interaction . . . contribute significantly to variability in performance” (O’Sullivan
2002, p. 291). The extent to which they contribute in systematic ways to the way
tasks are interpreted and undertaken is yet to be determined.
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Using Portfolios for Assessment/Alternative
Assessment

Janna Fox

Abstract
Alternative assessment has often been cast in opposition to traditional testing
(particularly, high-stakes, discrete-point, multiple-choice testing). However,
some (e.g., Bailey, K. Learning About Language Assessment: Dilemmas, Deci-
sions, and Directions. Pacific Grove: Heinle & Heinle, 1998) have argued that it
is more accurate to regard such tests and testing practices as one end of a
continuum of assessment possibilities or alternatives in assessment. Although
there are many alternative assessment approaches (see, e.g., criterion-referenced
observational checklists, reading response journals, learning logs, poster pre-
sentations), the literature reviewed for this chapter suggests that over the past
few years, portfolio assessment has become the most pervasive and prominent
alternative assessment approach. Although portfolios take different forms and
serve different purposes, they share in common the ongoing selection and col-
lection of work as evidence of learning and development over time. Portfolio
assessment initiatives have become increasingly used in language teaching and
learning contexts, and their potential benefits have been widely promoted
(e.g., Little, Lang Test 22(3):321–336, 2005), particularly when they serve
formative/learning purposes; they have been less successful in summative assess-
ment contexts (e.g., Fox, Contact Spec Res Symp Issue, 40(2), 68–83, 2014).
Discussions of alternative assessment (which are at times viewed as more
authentic, because they are closer to and have more in common with classroom
practices) have continued to prompt lively discussions of validity and reliability.
Arguably, however, the most substantive changes in alternative assessment
have occurred as a result of the widespread use of increasingly sophisticated
technologies. For example, e-portfolios have emerged as an important assessment
alternative, which can provide a more flexible, less cumbersome, and longer-term
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record of a student’s development or a program’s performance. Future alternative
assessment approaches will continue to be increasingly enhanced by technolog-
ical innovation, but such digital records may also generate concerns.

Keywords
Alternative assessment • Portfolio assessment • e-Portfolios • Technology in
assessment
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Introduction

Alternative assessment is most often discussed as an alternative to standardized tests
and testing practices, which result in scores and normed comparisons of individuals
and groups (e.g., Maslovaty and Kuzi 2002). Hargreaves et al. (2002) note that
unlike a standardized test, alternative assessment is “designed to foster powerful,
productive learning for students themselves” (p. 70). In addition to portfolios, they
list conferences, observational checklists, self- or peer- assessment, diaries, learning
logs, poster presentations, and projects, as examples of alternative assessment
approaches. However, portfolio assessment is arguably the most pervasive and
influential example of an alternative assessment approach.

In their recent consideration of the history of portfolio assessment, Carlson and
Albright (2012) discuss “the inability for traditional tests (i.e. multiple choice,
competency tests, essay tests) to reflect the students’ real or authentic . . . abilities”
(p. 102). Hamp-Lyons and Condon (2000) argue that portfolio assessment is a
response to “the need to measure more complex phenomena” (p. 3), and note that
such “newer assessment methods generally referred to as authentic assessment or
alternative assessment are predominantly performance assessments” (p. 18).

Task-based approaches to assessment are also often mentioned as a “feature of
alternative assessment,” as part of “the move to base assessment not on multiple-
choice format tests, but on actual instances of use by learners” (McNamara 1997,
p. 132). For example, “embedded assessment tasks” (Spence-Brown 2001, p. 466)
integrate assessment within teaching tasks to enhance interactiveness and engage-
ment. Such tasks are consistent with dynamic assessment approaches (e.g., Leung
2007) and the view that learning develops from and is embedded in social interactions
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with others, e.g., people, texts, objects, and events. In dynamic assessment, examiners
provide either predetermined or spontaneous assistance (i.e., mediation) for a learner
engaging in an instructional activity, in order to assess the learner’s performance.

Alternative assessment is also associated with accommodation for students who
have special needs. For example, alternative assessment has been devised for bilingual,
English language learners (ELLs) who are studying in English-medium contexts. Some
alternative tests allow ELLs to take achievement tests in content areas with the use or
support of their first languages. Proponents argue that “in a multicultural, multilingual
society, assessment policies must seek excellence and equity simultaneously, or they
will accomplish neither” (Lacelle-Peterson and Rivera 1994, p. 57). They view alter-
native assessment as a means of encouraging greater educational equity.

Given that assessment is value laden in that what is valued in an assessment
defines what is worth knowing or doing, some suggest that alternative assessment is
more ethical (Lynch and Shaw 2005), democratic (Shohamy 2001), or sensitive to
varying social conditions (Hamp-Lyons and Condon 2000).

Early Developments

Early discussions of alternative assessment were dominated by opposing views.
Some suggested that alternatives in assessment better defined the relationship
between standardized testing practices and alternatives. They argued that describing
alternative assessment and testing as polar opposites missed “an important point: that
there may be many increments between these poles, and that shades of gray are
possible” (Bailey 1998, p. 207). Viewing assessment as a continuum, Brown and
Hudson (1998) argued that at the classroom level, “language teachers have always
done assessment in one form or another and these new procedures are just new
developments in that long tradition” (p. 657).

However, others (e.g., Lynch and Shaw 2005) argued that alternative assessment
was diametrically opposed to traditional testing practices, because it focused on and
valued the unique, personal, situated, and individual, whereas testing focused on
(and valued) the replicable, the generalizable, and the group. Whereas Brown and
Hudson (1998) viewed tests, portfolios, or observations as options in the continuum
of practices that comprise the assessment repertoire, Lynch and Shaw (2005) took
the paradigmatic view that alternative assessment was rooted in a cultural, episte-
mological, and axiological perspective that is fundamentally different from that of
traditional testing in (1) the requirements for reliability and arguments for validity,
(2) the implicit nature of stakeholder relationships (e.g., tester and test taker versus
teacher and learner), and (3) the emphasis on learning products or scores rather than
learning as an ongoing process. They argued that traditional tests and testing culture
promote test-only strategies, whereas alternative assessment is informed by an
assessment culture, which draws on multiple sources of evidence, drawn over
time, to support learning and decision-making.
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Shohamy (1996) linked developments in language testing and the emergence of
what she refers to as an alternative era in assessment to changing theoretical
definitions of “what it means to know a language” (p. 143). She argued that eras
in testing reflect changing definitions of the language construct and identified
traditional testing as part of a “discrete-point era” which, as Hamp-Lyons and
Condon (2000) point out, was “fed by the rationalist-empiricist 1930s and 1940s
(the period of behaviourism in psychology)” (p. 18) and the concomitant rise of
structural linguistics, psychometrics, and educational measurement. Not only did
discrete-point tests faithfully represent the language constructs of the day, they were
mathematically tractable, met statistical requirements, and provided reliable tools for
efficient decision-making.

However, as theoretically and empirically driven conceptions of language
evolved, new eras in language testing emerged, which Shohamy identifies as the
integrative era, the communicative era, and the performance testing era. She suggests
the move to an alternative era, recognizing that “there are different types of language
knowledge and mastering one type is no guarantee for mastering another . . .
different instruments are capable of seeing different things” (p. 152). She argued
that it is impossible for a single test to measure the complex phenomena of language
as we currently understand it, and therefore there is a need for “multiple assessment
procedures” (p. 152). Shohamy suggested that complementary assessment was a
more precise label than alternative assessment for this assessment approach.

Shohamy’s reinterpretation of alternative assessment as multiple or complemen-
tary assessment is in sync with others, who conclude that alternative assessment is
best exemplified by portfolio approaches to assessment (e.g., Hamp-Lyons and
Condon 2000).

Although there are many purposes and uses for portfolios, in general they are
repositories of artifacts (e.g., reflections, works in progress, self- and peer- assessments,
final products) assembled over time as evidence of development, learning, or capabil-
ity. In the classroom context, they typically require learners to actively participate in the
assessment process by selecting which of their performances will be evaluated,
collaborate with other students and the teacher in identifying criteria for evaluation,
and reflect on their learning over time and in relation to accumulated evidence.

Although there have been a number of attempts to use portfolio assessment as an
alternative to traditional tests in large-scale, high-stakes, or summative contexts
(e.g., Koretz et al. 1994), the use of portfolio assessment for formative purposes
has had a long and well-documented history. Portfolios have also played a prominent
role in writing and composition studies since the 1980s and corresponded to the shift
from product-oriented pedagogies to process-oriented ones.

Major Contributions

In examining the evolution of alternative assessment, the contributions of Peter
Elbow and Pat Belanoff figure prominently. In 1986, they published seminal
research on their experimentation with a pass/fail portfolio system as an alternative
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to traditional tests and essays in a university-level writing class. They argued that
their use of portfolio-based assessment shifted the focus of classroom conversation
from products, grades, and scores, to feedback, reflection, revision, and collabora-
tion. Their research triggered a wave of interest in portfolio use in language teaching
settings (e.g., Hamp-Lyons and Condon 2000). From the 1980s, portfolios
(or writing folders) became a pervasive artifact in writing classrooms. The writer’s
composing process became the focus of classroom activity, which was characterized
by drafting, peer conferencing, and iterative and recursive revision. Evidence of the
process (e.g., successive drafts, conference checklists, reflective logs) was collected
for ongoing and final assessment. The emphasis on the writer and the writing process
was a dramatic shift away from the traditional focus on the text or product (i.e., the
accuracy and quality of a finished essay), which had characterized earlier pedagog-
ical approaches to writing. Thus, Elbow and Belanoff (1986) provide an early
example of alternative assessment in practice.

In 1995, Huerta-Macías argued for assessment approaches in language teaching
that were both “non-intrusive to the classroom [and] authentic” (p. 9). She suggested
conferences, observational checklists, personal journals, work samples, and anecdotal
records were better alternatives than traditional testing. Not only would such alterna-
tive assessment activities engage students in ongoing and active learning, but they
would also increase the trustworthiness and usefulness of assessment, because multiple
sources of evidence could be accumulated over time to account for learning, develop-
ment, and achievement. Others (Delandshere and Petrosky 1998; Valdés and Figueroa
1994) made similar arguments, pointing out that detailed narrative profiles were far
more useful outcomes of assessment than one-off, decontextualized numerical scores.

Huerta-Macías (1995) equated the increased authenticity of alternative assessment
with both reliability and validity: “Alternative assessments are in and of themselves
valid, due to the direct nature of the assessment” (p. 10). In keeping with these notions,
Moss (1994) argued for a reconceptualization of reliability based on a hermeneutic
approach, which acknowledges the situated, unique, and varying contexts of assess-
ment. She viewed arguments for validity as internal to the assessment process itself, and
reliant upon dialogue and consensus reached among key stakeholders. She questioned
the traditional notion that generalizing from single (or multiple) test performance(s) to a
population of possible performances was the ultimate goal of assessment.

Her perspective was deeply rooted within an interpretive or constructivist tradi-
tion, which views language as socially constructed and situated in contexts of use –
rather than as an underlying trait or ability, which remains stable across contexts. As
Maslovaty and Kuzi (2002) put it, “alternative assessment is based on the principles
of constructivism in that it rests on authentic inquiry tasks which give significance to
learning and are relevant to the real world of the learner” (p. 200).

Alternative assessment approaches have typically been informed by sociocultural
theory, as Gipps (1999) notes: “By combining interpretive and sociocultural per-
spectives, we can begin to cast new light on the relationship and power dynamics
between pupil and teacher in the context of assessment” (p. 356). From a sociocul-
tural perspective, knowledge is situated and learning is social, interactive, collabo-
rative, and embedded in the local cultural life of the individual.
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This perspective is not shared by traditional testing which requires test takers to act
autonomously and in response to tests that are external, formalized, and hierarchical
(Lynch and Shaw 2005). The increased use of alternative assessment approaches has
occurred alongside the development of critical applied linguistics (Lynch 2001), which
considers tests as mediating tools in the overt (and covert) exercise of power (Shohamy
2001). Critical theorists have argued that tests define what is valued, and only what is
valued tends to have currency in the classroom with learners, teachers, and other
stakeholders. From a critical perspective, alternative assessment created the potential
for the sharing of power and for the valuing of the individual, because it allowed for a
more collaborative, dialogic interchange between the assessor and the assessed.

The growth in alternative assessment approaches has occurred at a time when
qualitative and mixed methods research has gained prominence within applied
linguistics generally and within language assessment specifically (e.g., Cheng and
Fox 2013). Some researchers have linked the growth of alternative assessment to
the increased use of qualitative approaches in research (e.g., Leung and Mohan
2004). Whereas quantitative research has long been associated with tests, testing
practices, and psychometrics, qualitative research is consistent with alternative
assessment approaches. Qualitative researchers assume that all human activity is
both situated and embedded in contexts. They collect, analyze, and report on data as
rich and thick descriptions of activity in context. This is consistent with the focus of
alternative assessment, and particularly portfolio assessment, as learners in collab-
oration with teachers and their peers collect evidence of their learning activity over
time. Such evidence is unique to their classroom context, variable, individual, but
also rich and thick, in that it provides multiple sources of evidence of their learning
development.

More recently, Cheng and Fox (2013) report on the increasing prevalence of
mixed methods approaches in language assessment research. Mixed methods
research uses both quantitative and qualitative methods and merges findings from
each strand in responding to the research questions that guide a study. The notion of
a continuum of alternatives in assessment, which extends from tests and testing
practices (Brown and Hudson 1998) to alternative assessment approaches, is con-
sistent with the steady expansion of mixed methods research. Mixed methods
research moves beyond paradigmatic polarity and allows researchers to address
more and varied questions about the complex phenomena that are the focus of
applied linguistics in general and language assessment in particular.

Increasing interest in alternative assessment approaches is also related to the
growing interest in classroom assessment practices and the role of formative assess-
ment, which has been richly re-theorized within both language learning contexts (e.g.,
Rea-Dickins 2001) and broader educational contexts (e.g., Black and Wiliam 2006).

Work in Progress

There are a number of recent trends in alternative assessment which warrant partic-
ular discussion:
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1. The increasing use of portfolio assessment across purposes and contexts

As noted above, over the past few years, portfolio approaches have become a
prevalent feature in language teaching and learning and have also become a preferred
assessment approach for monitoring and evaluating language learners’ proficiency
development and achievement. For example, in Europe, the English Language
Portfolio (ELP) is used to support and document proficiency development in relation
to the benchmark criteria provided by the Common European Framework of Refer-
ence (CEFR). In Canada, Portfolio-Based Language Assessment (PBLA) plays a
similar role in relation to the Canadian Language Benchmarks (CLB). Correspond-
ingly, in the United States, LinguaFolio and the Global Language Portfolio are
referenced to the American Council on the Teaching of Foreign Languages
(ACTFL) proficiency scale.

Proponents of these portfolio approaches suggest that they have the potential to
increase learner awareness, reflection, autonomy, and goal setting (Fox 2014; Little
2005) and have both “formative and motivational value” (Williams 2014, p. 565).
Some (Morris and Cooke-Plagwitz 2008; Williams 2014) argue that portfolio
approaches have the potential to reduce reliance on numbers and grades by providing
a more meaningful and informative, evidence-intensive alternative for profiling
individual learning.

Portfolios are also increasingly evident in teacher preservice and in-service or
professional development contexts as well (e.g., Delandshere and Petrosky 1998)
and are playing a prominent role in course or program evaluation (e.g., Black et al.
2011).

2. Technologically enhanced approaches to alternative assessment

Technological advancement has permitted the use of many alternative assessment
approaches which promote learning and/or provide evidence of achievement, com-
petence, or ability. For example, electronic or e-portfolios (i.e., digital repositories of
texts, presentations, videos, etc.) are increasingly used not only to support and
document the learning and achievement of students but also for their teachers’
preservice preparation and in-service professional development (e.g., Mansvelder-
Longayroux et al. 2007). As technologically enhanced online learning activities
(e.g., blogs, wikis, discussion forums) continue to develop, so too will the alterna-
tives to assess them.

Given current concerns for educational quality and accountability, e-portfolios are
increasingly being used for program evaluation (e.g., Morris and Cooke-Plagwitz
2008; Williams 2014). Mining the data housed on such e-portfolios has led to the
emerging field of learning analytics in education (Williams 2014), which is “gener-
ating objective, summative reports for course certification, while at the same time
providing formative assessment to personalise the student experience” (p. 5).

Hargreaves et al. (2002) argue for an interactive and collaborative assessment
system in which all stakeholders – learners, teachers, parents, schools, policy
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makers, etc. – make “assessment, learning, and teaching more technologically
sophisticated, more critical and empowering, more collaborative and reflective,
than they have ever been” (p. 92). The many new approaches to diagnostic assess-
ment may be viewed as examples of interactive and collaborative systems of
assessment that provide individualized feedback on language (and other knowledge,
competencies, characteristics), through the generation of individual learning profiles.
Such profiles can be the locus of student and teacher collaboration, provide an
evidence-driven source of information for pedagogical interventions, and accumu-
late evidence over time, to monitor progress, support, and development.

E-assessment can provide an efficient and inexpensive alternative to other forms
of assessment. For example, online assessment (e.g., electronic tasks and e-raters)
can be used in large-scale assessment contexts, in which performance and a detailed
learner profile are synchronous. It can incorporate multimodal and 3D virtual
learning spaces where test-taker surrogates (avatars) interact, learn, and are assessed
in digital learning spaces.

Problems and Difficulties

While alternative assessment approaches have become more pervasive over the past
decade, concerns have been raised about their validity and reliability. Although such
approaches (and portfolios in particular) continue to be viewed as more trustworthy (
Smith and Tillema 2003), largely because of the array of evidence that can be taken
into account in providing feedback, reaching a decision, or making a judgment,
many researchers (e.g., Hargreaves et al. 2002; Smith and Tillema 2003) warn that it
is a mistake to assume that such assessment is inherently more valid or more ethical.
They point out that it is how alternative assessment is used that defines its character
and potential; it is more than a matter of form or format (Fox 2014).

Hamp-Lyons and Condon (2009) note that “increased accuracy is not an inherent
virtue of . . . [such] assessment” (p. 327). They explain that assessors must review
and evaluate more evidence, varied texts, in differing numbers, across a range of
genres and assignment contexts. From the perspective of measurement specialists,
this makes consistent and dependable scoring much more difficult. Kane et al. (1999)
have argued that if reliability is lost, the relevance of the performance is question-
able, because it cannot be measured as a result. Kane et al. (1999) suggest that the
goal for alternative assessment is to “achieve relevance without sacrificing too much
reliability/generalizability” (p. 12).

Indeed, it is the unique and varying nature of the evidence collected as a result of
alternative assessment approaches that challenges raters. When alternative assess-
ment has been used in large-scale, high-stake contexts, such as Vermont’s portfolio
assessment program, there were difficulties elaborating scoring guides that had an
appropriate level of specificity (i.e., were neither too brief nor too detailed) (Koretz
et al. 1994).

Many of the problems and issues with alternative assessment approaches arise in
the process of their implementation. A number of researchers (e.g., Fox 2014;
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Hamp-Lyons and Condon 2000) who have examined the implementation of alter-
native assessment approaches identify ambiguity regarding purpose, use, and ben-
efits as a primary source of difficulty. For example, Smith and Tillema (2003)
consider problems arising from the implementation of portfolio assessment
approaches. They point out that “[d]espite a wide array of purposes for the portfolio,
including summative as well as formative assessment, selection, promotion,
appraisal, reflective learning and professional development, there are many tensions
and obscurities involved in portfolio use (p. 626).” They examine the range of
“definitions and interpretations” (p. 625) and consider the need for increased clarity
with regard to portfolio use and purpose.

Koretz et al. (1994) stress the need for “realistic expectations” (p. 11). They argue
that assertions that alternative assessment is more authentic and real than other
traditional forms of assessment are unrealistic. Or as Hargreaves et al. (2002) point
out, “few things are more contrived and less authentic than authentic assessment,
where there is a constant sorting, sifting, and reflecting on one’s achievements in a
portfolio, assessing one’s peers using complex grids of criteria, or engaging in stage-
managed three-way interviews with parents and students” (pp. 89–90).

Reflecting on the large-scale, state-wide implementation of alternative assessment
(i.e., portfolio assessment) in Vermont, Koretz et al. (1994) argue it is essential to
“acknowledge the large costs in time, money, and stress” (p. 11) that such alternative
assessment approaches require. Increased workload and time are frequently cited
problems associated with alternative assessment approaches (Hargreaves et al.
2002). Portfolio assessment, performance assessment, anecdotal comments on learn-
ing progress, responses to learning logs, communication with stakeholders, devel-
opment of learning profiles, and conferences not only require a great deal of time but
also levels of expertise that may not be sufficiently developed to sustain implemen-
tation (Fox 2014). Introductions to alternative assessment are often limited to a series
of pre-implementation workshops. Typically, ongoing support, increased time to
plan and collaborate, and supplementary resources are limited, and all of the
pressures and expectations of day-to-day work are ongoing and unrelenting.

Hargreaves et al. (2002) discuss the increased workload imposed on teachers who
lament their experience in portfolio prisons, which demand so much more of their
time. The implementation of a portfolio assessment strategy may be undermined
(e.g., Fox 2014) if there is insufficient support for teachers (human and material),
who may resent or may not fully understand, how to use portfolio assessment in their
classrooms.

Students may also resist or subvert the potential learning benefits of the portfolio,
because they (and their parents) do not fully understand or appreciate the new focus
on learning process and feedback (as opposed to the traditional focus on scores,
grades, and ranks). Students do not generally have sufficient experience with
alternative assessment to automatically value it and may instead fake or pretend to
reflect, redraft, and revise (Carlson and Albright 2012; Spence-Brown 2001), rather
than genuinely reflecting, revising, and learning.

Alternative assessment approaches in general and portfolio assessment in partic-
ular necessitate careful articulation of program goals and values (and the
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development of a critical understanding of them across stakeholders) if such assess-
ment is to be better than other traditional assessment approaches. Teachers need time
to develop a deep understanding of how alternative assessment may potentially
enhance motivation, engagement, and learning. Unless teachers understand why
alternative assessment approaches support learning, they will be unable to develop
their students’ understanding and participation.

Teachers may not be able to connect ongoing assessment in support of individual
learning with curricular goals or to effectively communicate information about
development and growth to parents and other stakeholders, who expect to see (and
who understand) grades and scores.

Quality and accountability messages from policy makers may also confuse and
undermine implementation of an alternative assessment initiative if the initiative is
perceived as a covert attempt to monitor, compare, and control.

In sum, although alternative assessment approaches continue to be used in many
educational contexts, their implementation remains problematic and fraught with
challenges (e.g., Fox 2014). The danger that alternative assessment will increase
levels of surveillance and control (given the vast and permanent digital repositories
that technological resources such as e-portfolios allow), is also widely discussed in
the research literature (Carlson and Albright 2012).

Future Directions

Technological advancement will continue to extend alternative assessment
approaches. The e-raters, e-portfolios, and 3D virtual assessment tasks of today are
only initial examples of what technology may contribute in future to e-alternatives in
assessment. The roles of corpus analysis, learning analytics, and the mining of big
data for assessment purposes will continue to expand.

Indeed, technology will potentially revolutionize the ways in which we engage in
assessment. Even now, scientists at the Max Planck Institute, using the Oculus Rift
headset and a room full of cameras, are able to simulate a virtual world in which a
human participant, wearing the wireless headset, moves through physical chairs on a
virtual airplane or walks through a grove of trees outside a virtual Italian villa. As
such technologies develop, the potential to simulate contexts and collect evidence
over time of language performance, expertise, and development will increase the
reliability and validity of assessment. Elsewhere, neuroscientists and neurolinguists
in collaboration with language testers are currently using functional magnetic reso-
nance imaging (fMRI) to assess brain changes that are related to language profi-
ciency development (e.g., Fox and Hirotani 2016). As scanning technologies are
refined and improved, evidence of brain changes, which are related to increasing
language proficiency, will help us to better understand the incremental cognitive
changes that underlie or accompany language proficiency development. Although
such approaches may be challenged as invasive, ultimately they will enhance our
understanding of the cognitive changes that occur as part of second-language
acquisition and not only increase the potential accuracy of construct definition in
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language testing but also the validity and reliability of rating practices, outcomes,
and their interpretation.

In sum, the array of alternative assessment approaches will continue to be
enhanced by technology. In all cases, however, we should be guided by the sage
advice of Merrill Swain, to “bias for the best” in language testing and assessment.

Cross-References

▶Dynamic Assessment
▶Language Assessment Literacy
▶Task and Performance-Based Assessment
▶The Common European Framework of Reference (CEFR)
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Utilizing Technology in Language
Assessment

Carol A. Chapelle and Erik Voss

Abstract
This entry presents an overview of the past, present, and future of technology use
in language assessment, also called computer-assisted language testing (CALT),
with a focus on technology for delivering tests and processing test takers’
linguistic responses. The past developments include technical accomplishments
that contributed to the development of computer-adaptive testing for efficiency,
visions of innovation in language testing, and exploration of automated scoring of
test takers’ writing. Major accomplishments include computer-adaptive testing as
well as some more transformational influences for language testing: theoretical
developments prompted by the need to reconsider the constructs assessed using
technology, natural language-processing technologies used for evaluating
learners’ spoken and written language, and the use of methods and findings
from corpus linguistics. Current research investigates the comparability between
computer-assisted language tests and those delivered through other means,
expands the uses and usefulness of language tests through innovation, seeks
high-tech solutions to security issues, and develops more powerful software for
authoring language assessments. Authoring language tests with ever changing
hardware and software is a central issue in this area. Other challenges include
understanding the many potential technological influences on test performance
and evaluating the innovations in language assessment that are made possible
through the use of technology. The potentials and challenges of technology use in
language testing create the need for future language testers with a strong back-
ground in technology, language testing, and other areas of applied linguistics.
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Introduction

Technology is often associated with efficiency. Accordingly, applied linguists might
consider technology in language assessment in terms of how it streamlines the
testing process. Indeed, much progress can be identified with respect to this worth-
while goal, as many language tests today are delivered by computer to increase
efficiency. An equally important strand of language assessment concerns the rela-
tionship of language assessment to language learning, language teaching, and
knowledge within the field of applied linguistics. The story of technology in
language assessment needs to encompass both the efficiency of technical accom-
plishments and the ways that these tests intersect with other factors in the educational
process for language learners. Technology can include a broad range of devices used
in the testing process, from recording equipment, statistical programs, and databases
to programs capable of language recognition (Burstein et al. 1996). However, here
the focus will be on the use of computer technology for delivering tests and
processing test takers’ linguistic responses because these are the practices with the
most direct impact on test takers and educational programs. The use of computer
technology in language assessment is referred to as computer-assisted language
assessment or computer-assisted language testing (CALT), two phrases that are
used interchangeably.

Early Developments

Early developments in computer-assisted language assessment consisted of a few
demonstration projects and tests used in university language courses. Many of these
were reported in two edited collections, Technology and Language Testing
(Stansfield 1986) and Computer-Assisted Language Learning and Testing: Research
Issues and Practice (Dunkel 1991), but others had been published as journal articles.
Three important themes were prevalent in this early work.
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One was the use of a psychometric approach called item response theory
(Hambleton et al. 1991), which provides a means for obtaining robust statistical
data on test items. These item statistics, obtained from pretesting items on a large
group of examinees, are used as data by a computer program to help select appro-
priate test questions for examinees during test taking. Item response theory, which
offers an alternative to calculation of item difficulty and discrimination through
classical true score methods, entails certain assumptions about the data. The use of
these methods, the assumptions they entail, and the construction and use of the first
computer-adaptive tests comprised the major preoccupation of the language testers
at the beginning of the 1980s. This was also the time when the first microcomputers
were within reach for many applied linguists. Most of the papers in the early edited
volumes in addition to journal articles (e.g., Larson and Madsen 1985) focused on
issues associated with computer-adaptive testing. For example, reporting on a
computer-adaptive test developed to increase efficiency of placement, Madsen
(1991, p. 245) described the goal as follows: “intensive- English directors confirmed
that the instrument they needed was an efficient and accurate ESL proficiency test
rather than a diagnostic test.” He describes the results of the research and develop-
ment efforts in terms of the number of items required for placement, the mean
number of items attempted by examinees, the mean amount of time it took students
to complete the test, and students’ affective responses to taking the test on the
computer.

Other early developments appeared in a few papers exploring possibilities other
than adaptivity, which were presented through the use of technology. The first issue
of Language Testing Update at Lancaster University entitled “Innovations in lan-
guage testing: Can the micro- computer help?” addressed the many capabilities of
computers and how these might be put to use to improve language assessment for all
test users, including learners (Alderson 1988). A paper in CALICO Journal at that
time raised the need to reconcile the computer’s capability for recording detailed
diagnostic information with the test development concepts for proficiency testing,
which are aimed to produce good total scores (Clark 1989). A few years later, Corbel
(1993) published a research report at the National Centre for English Language
Teaching and Research at Macquarie University, Computer-Enhanced Language
Assessment, which also raised substantive questions about how technology might
improve research and practice in language teaching and testing.

This early work expressed a vision of the potential significance of technology for
changes and innovation in second language assessment, an agenda-setting collection
of questions. However, the technology agenda for language assessment requires
considerable infrastructure in addition to cross-disciplinary knowledge dedicated to
problems in language assessment. At this time, decision-makers at the large testing
companies, where such resources resided, apparently did not see technology-based
assessment as a practical reality for operational testing programs. Instead, discussion
of just a few innovative projects produced in higher education appeared (Marty
1981).

Significant advances involving computer recognition of examinees’ constructed
responses remained in research laboratories and out of reach for assessment practice
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(Wresch 1993). This frustrating reality coupled with technical hardware and soft-
ware challenges and the intellectual distance between most applied linguists and
technology resulted in a slow start. By 1995, many applied linguists were voicing
doubts and concerns about the idea of delivering high-stakes language tests by
computer, fearing that the negative consequences would far outweigh any advan-
tages. As it turned out, however, the technologies affecting language assessment did
not wait for the approval and support of applied linguists. By the middle of the
1990s, many testing programs were beginning to develop and use computer-assisted
language tests.

Major Contributions

The rocky beginning for technology in language assessment is probably forgotten
history for most test users, as major contributions have now changed the assessment
landscape considerably. Language test developers today at least consider the use of
technology as they design new tests. Test takers and score users find online tests to be
the norm like other aspects of language learning curricula and tools used in other
facets of life. Contributions are complex and varied, but they might be summarized
in terms of the way that technology has advanced language testing in four ways.

First, computer-adaptive testing has increased the efficiency of proficiency and
placement testing. Many computer-adaptive testing projects have been reported
regularly in edited books (i.e., Chalhoub-Deville 1999, and the ones cited earlier)
and journal articles (e.g., Burston and Monville-Burston 1995). By evaluating
examinees’ responses immediately as they are entered, a computer-adaptive test
avoids items that are either too easy or too difficult; such items waste time because
they provide little information about the examinee’s ability. In addition to creating
efficient tests, these projects have raised important issues about the way language is
measured, the need for independent items, and their selection through an adaptive
algorithm. One line of research, for example, examines the effects of various
schemes for adaptivity on learners’ affect and test performance (Vispoel et al.
2000). Another seeks strategies for grouping items in a manner that preserves their
context to allow several items to be selected together because they are associated
with a single reading or listening passage. Eckes (2014), for example, investigated
testlet effects in listening passages for a test of German as a foreign language.

Second, technology has prompted test developers to reconsider the constructs that
they test. One example is the use of multimedia in testing listening comprehension.
In the past, the testing of listening comprehension was limited to the examiner’s oral
presentation of linguistic input, either live or prerecorded, to a room full of exam-
inees. Such test methods can be criticized for their failure to simulate listening as it
occurs in many contexts, where visual cues are also relevant to interpretation of
meaning. The use of multimedia provides test developers with the opportunity to
contextualize aural language with images and to allow examinees to control their
test-taking speed and requests for repetition. This option for construction of a test,
however, brings interesting research questions about the nature of listening and the
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generalizability of listening across different listening tasks. Some of these questions
are being explored in research on integrated tasks, which combine requirements for
reading, writing, and speaking, for example. In this research, eye-tracking technol-
ogy has proven useful for investigating how test takers interact with such tasks
(Suvorov 2015).

Another example is the assessment of low-stakes dialogic speaking using Web
cameras and videoconferencing software. Video simulates an interview in person
with affordances for nonverbal skills, which are not available in monologic speech
samples. For example, Kim and Craig (2012) found that linguistic performance on
face-to-face English proficiency interviews was similar to performance on inter-
views conducted using videoconferencing software. The nonlinguistic cues such as
gestures and facial expressions, however, were absent or difficult to see because of
the small screen size. Advances in computer technology in research settings have
made possible automatic assessment of dialogic oral interactions that include non-
verbal communication. A computerized conversation coach developed at Massachu-
setts Institute of Technology, for example, provides summaries of oral and facial
expressions such as head nodding and smiling through automated analysis in
addition to speech recognition and prosody analysis in a simulated conversation
(Hoque 2013). A third example is the use of actuators and sensors that sense changes
in human emotion and mood, for instance, when a test taker is nervous during an oral
interview. Although these technologies are not yet integrated in testing, Santos et al.
(2016) are exploring the use of ambient intelligence to provide real-time natural
interaction through visual, audio, and tactile feedback by a computer in response to
changes in a learner affective state during a mock interview. These technological
capabilities integrated into future assessments will allow test developers to assess
both verbal and nonverbal aspects of speaking and in doing so will constantly require
rethinking and investigating the construct meaning.

Third, natural language-processing technologies are being used for evaluating
learners’ spoken and written language. One of the most serious limitations with
large-scale testing in the past was the over-reliance on selected-response items, such
as multiple choice. Such items are used because they can be machine scored despite
the fact that language assessment is typically better achieved if examinees produce
language as they need to do in most language-use situations. Research on natural
language processing for language assessment has recently yielded technologies that
can score learners’ constructed linguistic responses as well. A special issue of
Language Testing in 2010 describes the research in this area and points to the use
of these technologies in operational testing programs, typically for producing scores
based on an evaluation of a response. Such evaluation systems are also being put to
use for low-stakes evaluation and feedback for students’ writing (Chapelle et al.
2015). Such work has advanced farther for responses that are written than those that
are spoken.

Fourth, corpus linguistics is used to inform the design and validation of language
assessments (Park 2014). A corpus can consist of texts produced by language
learners or a collection of texts representing the target language-use domain relevant
to score interpretation. Learner corpora are used by test developers to identify
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criterial linguistic features that appear in learners’ language at particular stages of
development. Such features can be used to produce descriptors for evaluating
learners’ constructed responses or to investigate the language elicited from particular
test tasks.

Corpora representing the target language-use domain can be used to identify
lexical, structural, and functional content that characterizes a particular language
domain. One purpose of defining the domain is to ensure that test tasks are modeled
on tasks that test takers will perform in the target domain (e.g., Biber 2006). Such an
investigation can result in selection of specific linguistic features for test items as
Voss (2012) did by sampling collocations from a corpus of academic language. In
this case, the corpus was also used to verify frequent and possible collocations to
inform a partial-credit scoring procedure. Similarly, reading and listening passages
can be selected or developed with appropriate difficulty levels based on the fre-
quency of lexis in the passage aligned with characteristics identified in
corresponding proficiency levels. Using frequency and sentence length data, for
example, standardized Lexile® scores for reading passages are used to complement
assessment results with level-appropriate instruction and reading ability levels
(Metametrics 2009). The systematicity and empirical basis of linguistic analysis
during test development are an important part of the evidence in a validity argument
for the test score interpretations.

These technical advances in test methods need to be seen within the social and
political contexts that make technology accessible and viable to test developers, test
takers, and test users. Not long ago most test developers felt that the operational
constraints of delivering language tests by computer may be insurmountable. Today,
however, many large testing organizations are taking advantage of technical capa-
bilities that researchers have been investigating for at least the last 20 years. As
computer-assisted language assessment has become a reality, test takers have needed
to reorient their test preparation practices to help them prepare.

Work in Progress

The primary impetus for using technology in language assessment was for many
years to improve the efficiency of testing practices and thus much of the work in
progress has centered on this objective. Research is therefore conducted when
testing practices are targeted for replacement by computer-assisted testing for any
number of reasons such as an external mandate. The objective for research in these
cases is to demonstrate the equivalence of the computer-assisted tests to the existing
paper-and-pencil tests. For example, such a study of the Test of English Proficiency
developed by Seoul National University examined the comparability of computer-
based and paper-based language tests (CBLT and PBLT, respectively). Choi et al.
(2003) explained the need for assessing comparability in practical terms: “Since the
CBLT/CALT version of the [Test of English Proficiency] TEPS will be used with its
PBLT version for the time being, comparability between PBLT and CBLT is crucial
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if item statistics and normative tables constructed from PBLT are to be directly
transported for use in CBLT” (Choi et al. 2003, p. 296). The study, which used
multiple forms of analysis to assess comparability of the constructs measured by the
two tests, found support for similarity of constructs across the two sets of tests, with
the listening and grammar sections showing the strongest similarities and the reading
sections showing the weakest.

In addition to the practical motivation for assessing similarity to determine
whether test scores can be interpreted as equivalent, there is an important scientific
question to be investigated as well: what important construct-relevant differences in
language performance are sampled when technology is used for test delivery and
response evaluation. Unfortunately, few studies have tackled this question (Sawaki
2001). The use of technology for test delivery is frequently a decision that is made
before research, and therefore the issue for practice is how to prepare the examinees
sufficiently so that they will not be at a disadvantage due to lack of computer
experience. For example, Taylor et al. (1999) gave the examinees a tutorial to
prepare them for the computer-delivered items before they investigated the compa-
rability of the computer-based and the paper-and-pencil versions of test items for the
(TOEFL). In this case, the research objective is to demonstrate how any potential
experience-related difference among test takers can be minimized. The need for
tutorials is disappearing as younger learners grow up with computer technology.
Computer and language literacy develop together as the use of touch-screen tablets
in homes and early education is increasing (Neumann 2016). In response such new
practices for literacy development, The Cambridge English Language Assessment
allows young test takers to choose their preferred mode of test delivery by taking the
test on a computer or on paper (Papp and Walczak 2016). The results of research
investigating performance on both show that the two delivery modes were compa-
rable, that “children are very capable of using computers, and that they especially
like using iPads/tablets” (p. 168).

As technology has become commonplace in language education, researchers and
developers hope to expand the uses and usefulness of language tests through
innovation. For example, the DIALANG project, an an Internet-based test, devel-
oped shortly after the advent of the Web (Alderson 2005), was intended to offer
diagnostic information to learners to increase their understanding of their language
learning. Whereas DIALANG was intended to have extensive impact on language
learners due to its accessibility on the Web, other assessments aimed at learning
appear in computer-assisted language learning materials. Longman English Interac-
tive (Rost 2003), for example, includes assessments regularly throughout the process
of instruction to inform learners about how well they have learned what was taught
in each unit. Such assessments, which also appear in many teacher-made materials,
use technology to change the dynamic between test takers and tests by providing
learners a means for finding out how they are doing, what they need to review, and
whether they are justified in their level of confidence about their knowledge. These
same ideas about making assessment available to learners through the delivery
of low-stakes assessment are migrating to the next generation of technologies.
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For example, Palomo-Duarte et al. (2014) describe a low-stakes test of vocabulary
that learners can take on their smartphones by downloading an app. Also, designed
to meet student demand, many apps have been created to accompany language
learning or as practice test for standardized language tests such as TOEFL and
IELTS.

For high-stakes testing, in contrast, lack of adequate security poses a thorny
problem for assessment on mobile platforms. However, because mobile devices
with multimedia capabilities and Internet access are becoming so commonplace,
the development of low-cost, large-scale, high-stakes language tests with multi-
modal interaction is enticing. For example, two universities in Spain are exploring
the delivery of the Spanish University Entrance Examination on mobile devices
(García Laborda et al. 2014). The mobile-enhanced delivery of the Spanish test
includes assessment of grammar, reading, writing, listening, and speaking with a
combination of (automated rating and responses assessed later by human raters).
Currently, such devices are best suited for listening and speaking tasks because small
screen sizes on mobile phones make appropriate reading tasks difficult to construct.
Technological limitations also affect the expected written responses that can be
requested of test takers. Producing written language on a smartphone entails a
number of fundamental differences from writing at a keyboard, and therefore, the
device needs to be considered carefully in the design of test tasks. Smartphone
testing issues are undoubtedly entering into mainstream language testing because
their reach extends even beyond that of the Internet. In physical locations where the
Internet connection is slow or nonexistent, language tests have been administered
using the voice and SMS texting technologies of mobile phones (Valk et al. 2010).
Delivery of assessments to students in remote areas is possible with these platforms
even if supplemental paper-based materials are necessary.

All of this language testing development relies on significant software infrastruc-
ture, and therefore another area of current work is the development of authoring
systems. Due to limitations in the existing authoring tools for instruction and
assessment, most language-testing researchers would like to have authoring tools
intended to address their testing goals directly, including the integration of testing
with instruction, analysis of learners’ constructed responses, and capture and anal-
ysis of oral language. As such, capabilities are contemplated for authoring tools, as
are new ways for conceptualizing the assessment process. Widely used psychometric
theory and tools were developed around the use of dichotomously scored items that
are intended to add up to measure a unitary construct. The conception of Almond
et al. (2002) underlying their test authoring tools reframes measurement as a process
of gathering evidence (consisting of test takers’ performance) to make inferences
about their knowledge and capabilities. The nature of the evidence can be, but does
not have to be, dichotomously scored items; it can also be the results from a
computational analysis of learners’ production. Inferences can be made about
multiple forms of knowledge or performance. The emphasis on evidence and
inference underlies plans for developing authoring tools for computer-assisted
testing that can include a variety of types of items and can perform analysis on the
results that are obtained – all within one system.
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Problems and Difficulties

With the intriguing potentials apparent in current work, many challenges remain,
particularly in view of the changing technologies. Testing programs need to have
built-in mechanisms for updating software, hardware, and technical knowledge of
employees. Large testing companies with the most resources may be the most able to
keep up with changes. To some extent they have done so by increasing fees for those
using their tests. In some cases costs are borne by language programs, but in many
other cases, the costs are passed on to those who are least able to pay – the test takers
themselves. Small testing organizations, publishing companies for whom testing is
just one part of their overall profile, as well as school-based testing programs have to
rely on strategic partnerships to combine expertise, limited resources, and technol-
ogies. Navigation of these waters in a quickly changing environment requires
exceptionally knowledgeable leadership.

Challenges that may be less evident to test users are those that language-testing
researchers grapple with as they attempt to develop appropriate tests and justify their
use for particular purposes. As Bachman (2000, p. 9) put it, “the new task formats
and modes of presentation that multimedia computer-based test administration
makes possible raise all of the familiar validity issues, and may require us to redefine
the very constructs we believe we are assessing.” For example, Chapelle (2003)
noted that in a computer-assisted reading test, the test tasks might allow the test
takers access to a dictionary and other reading aids such as images. In this case, the
construct tested would be the ability to read with strategic use of online help. The
reading strategies entailed in such tasks are different from those used to read when no
help is available, and therefore the definition of strategic competence becomes
critical for the construct assessed. Should test takers be given access to help while
reading on a reading test? One approach to the dilemma is for the test developer to
decide whether or not access to help constitutes an authentic task for the reader. In
other words, if examinees will be reading online with access to help, such options
should be provided in the test as well. However, the range of reading tasks the
examinees are likely to engage in is sufficiently large and diverse to make the
authentic task approach unsatisfactory for most test uses. The reading construct
needs to be defined as inclusive of particular strategic competencies that are required
for successful reading across a variety of contexts.

A second example of how technology intersects with construct definition comes
from tests that use natural language processing to conduct detailed analyses of
learners’ language. Such analyses might be used to calculate a precise score about
learners’ knowledge or to tabulate information about categories of linguistic knowl-
edge for diagnosis. In either case, if an analysis program is to make use of such
information, the constructs assessed need to be defined in detail. A general construct
definition such as “speaking ability” does not give any guidance concerning which
errors and types of disfluencies should be considered more serious than others, or
which ones should be tabulated and placed in a diagnostic profile. Current trends in
scoring holistically for overall communicative effectiveness circumvent the need for
taking a close linguistic look at constructed responses. One of the few studies to
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grapple with this issue (Coniam 1996) pointed out the precision afforded by the
computational analysis of the learners’ responses far exceeded that of the construct
of listening that the dictation test was measuring. To this point assessment research
has not benefited from the interest that second language acquisition researchers have
in assessing detailed linguistic knowledge; it remains a challenge (Alderson 2005).

Another challenge that faces language-testing researchers is the need to evaluate
computer-assisted language tests. As described earlier, current practices have
focused on efficiency and comparability. However, one might argue that the com-
plexity inherent in new forms of computer-assisted language assessment should
prompt the use of more sensitive methods for investigating validity. When the goal
of test development is to construct a more efficient test, then efficiency should clearly
be part of the evaluation, but what about computer-assisted tests that are intended to
provide more precise measurement, better feedback to learners, or greater accessi-
bility to learners? If the scores obtained through the use of natural language-
processing analysis are evaluated by correlating them with scores obtained by
human raters or scores obtained with dichotomously scored items (e.g., Henning
et al. 1993), how is the potential additional value of the computer to be detected?

In arguing for evaluation methods geared toward computer-assisted language
tests, some language-testing researchers have focused on interface issues (Fulcher
2003) – an important distinction for computer-assisted tests. It seems that the
challenge is to place these interface issues within a broader perspective on validation
that is not overly preoccupied by efficiency and comparability with paper-and-pencil
tests. Chapelle et al. (2003), for example, frame their evaluation of a Web-based test
in broader terms, looking at a range of test qualities. Chapelle and Douglas (2006)
suggest the continued need to integrate the specific technology concerns into an
overall agenda for conceptualizing validation in language assessment that includes
the consequences of test use. Technology reemphasizes the need for researchers to
investigate the consequences of testing. Such consequences might include benefits
such as raising awareness of the options for learning through technology.

Future Directions

These two sets of challenges – the obvious ones pertaining to infrastructure and the
more subtle conceptual issues evident to language-testing researchers – combine to
create a third issue for the field of applied linguistics. How can improved knowledge
about the use of technology be produced and disseminated within the profession?
What is the knowledge and experience that graduate students in applied linguistics
should attain if they are to contribute to the next generations of computer-assisted
language tests? At present, it is possible to identify some of the issues raised through
the use of technology that might be covered in graduate education, but if graduate
students are to dig into the language-testing issues, they need to be able to create and
experiment with computer-based tests.

Such experimentation requires authoring tools that are sufficiently easy to learn
and transportable beyond graduate school. Commercial authoring tools that are

158 C.A. Chapelle and E. Voss



widely accessible are not particularly suited to the unique demands of language
assessment such as the need for linked items, the evaluation of learners’ oral and
written production, and the collection of spoken responses. As a consequence, many
students studying language assessment have no experience in considering the unique
issues that these computer capabilities present to language testing. In a sense, the
software tools available constrain thinking about language assessment making
progress evolutionary rather than revolutionary (Chapelle and Douglas 2006).

More revolutionary changes will probably require graduate students educated in
language testing in addition to other areas of applied linguistics. For example,
students need to be educated in corpus linguistics to conduct appropriate domain
analyses as a basis for test development (e.g., Biber 2006). Education in second-
language acquisition is needed too for students to use learner corpora for defining
levels of linguistic competence (Saville and Hakey 2010). Education in world
Englishes is needed to approach issues of language standards (Mauranen 2010).
These and other aspects of applied linguistics appear to be critical for helping to
increase the usefulness of assessment throughout the educational process, strengthen
applied linguists’ understanding of language proficiency, and expand their agendas
for test validation.
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Cognitive Aspects of Language Assessment
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Abstract
The field of language assessment has expanded its focus from making inferences
based on performance outcome to examining cognitive processes involving
structuring information for conceptual and procedural understandings necessary
for successful assessment task completion. The quality of these inferences is
subject to the extent to which tasks used to elicit mental processes are successfully
performed. It is equally critical that the observed mental processes do not differ
significantly from those taking place in nonobservational situations. The chapter
reviews research on learner cognition through an examination of reading com-
prehension processes in testing situations. Subsequently, it discusses major con-
tributions and theoretical, methodological, and contextual challenges in assessing
learner cognition. The chapter highlights that learners’ cognitive capacity for
executing tasks is best understood when they are viewed as a dynamic system.
When assessment ignores such dynamic interplay of learners’ multiple traits, our
evidentiary reasoning about their cognitive capabilities remains incomplete. I
conclude the chapter with suggestions that will extend current research with
technological advances.
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Introduction

Learners’ mental processes including cognitive and metacognitive processes in
learning and testing situations have been a focal research topic. This reflects an
appreciation of the complexities of language itself, as well as learning and assess-
ment. For example, neuroscience research on reading shows that seemingly simple
tasks, such as sounding out a word, require the orchestration of distinct areas (e.g.,
sensory visual processing of letters and word forms, perceptual processing of speech
sounds, speech motor processing, spatial orientation (Hruby and Goswami 2011).
Reading involves a construction of coherent mental representation of the text and
identification of semantic relations. Reading process becomes increasingly automa-
tized and selective, through which readers cope with limited working memories and
cognitive resources (Anderson 2000; Stanovich 2001). As learners engage in a
discourse-level text, they expand their word-level reading skills toward inferential
and discourse-level comprehension skills. Readers activate their prior knowledge by
retrieving relevant information from long-term memory, organizing information, and
allocating cognitive resources (Ericsson 2003). Assessing reading ability needs to
focus on the extent to which learners have achieved automaticity in processing basic
encoding skills, paying selective attention to important information, and further
retrieving and organizing knowledge in order to construct a coherent mental repre-
sentation of the text.

Metacognitive control plays a critical role in processing textual information
efficiently as it allows readers to process cognitive resources related to attention
and limited working memory effectively (Carretti et al. 2009; Kendeou et al. 2014).
Therefore, comprehension monitoring skills are considered the driving forces behind
the development of later reading abilities (Koda 2005). Metacognition involves the
ability to self-regulate one’s own learning by setting goals, monitoring comprehen-
sion, executing repair strategies, and evaluating comprehension strategies. Research
consistently supports the significant and positive role that metacognitive abilities
play in developing language proficiency (Carrell 1998; Ehrlich et al. 1999). When
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readers with poor metacognitive control are faced with reading tasks beyond their
current level, they become cognitively overloaded (Sweller 1988). In this case,
extraneous cognitive load is increased due to ineffective assessment tasks that fail
to tap into the readers’ learning capacity, resulting in negatively affecting germane
cognitive load required for schema construction and automation of comprehension
process (Sweller 1988). Furthermore, readers may suffer from low self-efficacy and
negative emotional arousals (Pekrun et al. 2002).

Though the early development of research on learner cognition in language
learning, particularly reading ability, has been integral to advancing our knowledge
base, its integration into assessment has been relatively slow. In recent years, there is
a significant shift toward the assessment of cognitive processes underlying language
proficiency, that is, how students think and process linguistic knowledge to fulfill
communicative goals and how they execute a communicative task with emerging
knowledge. An assessment triangle framework by Pellegrino et al. (2001) shows the
relationship among three core elements of assessment: cognition, observation, and
interpretation, common across contexts and purposes (Fig. 1).

The assessment triangle highlights the importance of modeling how students
develop competence in a particular subject domain, designing tasks that elicit their
deep thinking and emergent understanding, and advancing measurement models for
drawing rich inferences based on the cognitive evidence obtained. Evidentiary
arguments for assessment require a process of reasoning from all elements of the
triangle (Mislevy et al. 2003). From the vantage point of this assessment triangle, I
first discuss cognitive theories of reading comprehension and its relationship with
metacognition. Subsequently I discuss evidentiary reasoning for making diagnostic
interpretations about cognitive processes and challenges in making observations
about cognitive processes. The chapter concludes with areas for future research on
learner cognition in language assessment.

Observation Interpretation

Cognition
A theory or beliefs about how 
students represent knowledge 
and develop competence in a 

subject domain

A set of specifications for 
assessment tasks that 

elicit illuminating 
responses from students

Methods taken to express 
how the observations 

provide evidence about 
the knowledge and skills 

being assessed

Fig. 1 Pellegrino et al.’s assessment triangle
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Early Developments

Various cognitive theories conceptualized the process of text reading, which pro-
vided cognitive models necessary for reading assessment (Grabe 2009; Koda 2005;
Kintsch and van Dijk 1978; Stanovich 1980). Early research in L1 reading process
focused on bottom-up processing involving decoding small linguistic units such as
phonological, lexical, and syntactic features in order to construct textual meaning
(LaBerge and Samuels 1974). While information processing models contributed to
our understanding of the early language development and linguistic and cognitive
factors associated with reading difficulties, they were limited in grasping higher-
level processing involving background knowledge and inferencing (Anderson and
Pearson 1984; Carrell 1988; Goodman 1967). Goodman (1967) postulated the
reading process as a reader’s active participation in a set of comprehension activities
involving sampling a text for graphic clues, predicting the content of text, hypoth-
esizing text meaning, and testing and confirming the hypothesized meaning based on
prior knowledge. Top-down processing reverses the order of bottom-up processing
through enriching propositional meaning by making connections between the text
and contextual knowledge. What differentiates these two processing models is that
the bottom-up processing assumes that low-level processes are a prerequisite for
high-level processes and therefore have a hierarchical relationship. On the other
hand, top-down processing posits that higher-level processes can compensate for
deficiencies in lower-level processes.

Interactive compensatory models (Stanovich 1980) dismiss the bottom-up model
and expand the top-down model by positing that compensation for lack of knowl-
edge can occur at any level. Stanovich (1980) argued that the effects of contextual
variables on interaction with skills depend on the level of reading process with which
the contextual variables are associated. He integrated the idea of interactive
processing into the compensatory processing model, where making use of other
knowledge sources could compensate for deficiencies at any level. For example, less
skilled readers may use top-down processing by using contextual clues to compen-
sate for poor lexical processing. However, skilled readers have no need to resort to
top-down processing to handle lexical decoding. In fact, proficient readers demon-
strate higher-level processes more frequently because their strength in low-level
processes makes their cognitive capacity available for higher-level processes. In
sum, what emerged as a consensus among the interactive theorists is that reading is
an act of interplay between reader variables and text variables, which had a signif-
icant implication for assessment design and validation in later years.

Another critical early development in cognitive reading processes is the role of
prior background knowledge, that is, schemata, specifically formal and content
schemata in reading (Carrell 1988). Anderson and Pearson (1984) provided further
evidence of how schemata function in the process of reading comprehension. Of
particular importance was direct description of the role of schemata in readers’
attempts to make inferences about textual information. As reading proceeds, readers
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activate different schemata to connect text ideas to information retrieved from
memory. Readers are able to comprehend text and infer implied meanings by making
use of relevant schemata already stored in the brain. The implications of schema
theory for reading are that readers are viewed to bring a variety of background
knowledge and experiences to reading; consequently different readers will construct
different meanings from a single text. This prompted a closer examination of
retrieving information from long-term memory, organizing ideas, and allocating
cognitive resources among readers with different proficiency levels (Anderson and
Pearson 1984; Carrell 1988). Research suggests that poor readers tend to overly rely
on either text-based processing by paying attention to decoding individual words,
their lexical meanings, and syntactic structures at the sentence level to compensate
for insufficient knowledge structures at the higher level of processing. On the other
hand, readers with relevant content knowledge are thought to recall a text better and
perform better on a discipline-specific reading comprehension test. Such early
developments in research on reading processes provided insights into cognitive
models of reading for making diagnostic inferences in assessment. Cognitive
processing was scarce.

Major Contributions

Observation of Cognitive Processes

In order for assessments to capture learners’ cognitive processes and knowledge
structures, it requires empirical evidence for confirming the theoretical assumption
regarding the extent to which the target skills intended by a test designer are
congruent with actual skills learners use during assessment. Weir (2005) points out
that cognitive processes cannot be fully understood from performance outcomes.
Cognitive processes in assessment situations are subject to varying cognitive
demands by different task types and reading purposes. Such interactive processes
require more direct observations of actual processes happening, while the reader
engages with the text.

Unfortunately, not all existing assessments make such assumptions explicit. The
taxonomies and content specifications used to guide such approaches lack explicit
cognitive theories about cognitive mechanisms underlying target domains. The
substantive base that explains cognitive mechanisms is necessary before designing
the test rather than post hoc, which is currently a common practice. Nichols (1994)
sums up this critical point by stating “Any number of explanations are plausible
when theorizing is post hoc, but fewer theories are successful in predicting results”
(p. 596).

Renewed interests in reading processes and debates over the effects of testing
methods on reading processes directed special attention to the potential of think-
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aloud verbal protocols to elicit various types of skills and strategies. By asking
readers to think aloud as they work through a series of reading comprehension
questions, researchers can directly observe cognitive processes and strategies,
while readers carry out tasks. Ericsson and Simon (1993) stated that when appro-
priately controlled, subjects’ verbalization of thought processes as they engage in a
problem solving activity can provide valid information about cognitive processes
without distorting them.

Think-aloud verbal protocols have been used to examine the extent of congruence
between skills intended by test developers and those used by students in testing and
non-testing situations. Disagreements between test takers’ strategies and test devel-
opers’ expected skills are partly because test developers’ test specifications do not
provide detailed information about item-by-skill relationships, and furthermore,
readers tend to use more than one skill, some of which the test developers did not
predict. These observations support that test developers’ intended skills do not
provide a full picture of reading processes and strategies that students actually utilize
during the testing situation. Evidentiary cognitive validity arguments require rea-
soning from direct observations of students’ cognitive processes and strategies.

Learners’ cognitive processes are influenced by (con)textual factors. For exam-
ple, reading texts with different rhetorical organizational structures invoke different
types of processing. Jang (2009b) reported that the same item types elicit different
reading skills depending on the textual structures, indicating a complex interaction
between textual factors and processing skills. Alderson et al. (2000) contended that
competency in reading entails the ability to recognize how ideas are presented in the
text and to understand authorial intentions underlying the sequence of the ideas.
These findings have important implications for designing assessment. How different
textual variables elicit different cognitive skills need to be reflected in the specifica-
tion of skills.

In addition to textual factors, the quality of tasks used to elicit cognitive skills is a
critical factor. Research shows that higher-order thinking skills, such as inferencing
and summarizing skills, may be affected and altered by item position and task type.
Jang (2009b) and Cohen and Upton (2007) examined students’ think-aloud pro-
tocols while engaging in the same reading comprehension tasks as Jang’s study and
offered corroborating results. In both studies, a new item type called “prose sum-
mary” asked students to select multiple statements that best summarize the text. Jang
reported that both low- and high-proficient students did not go back to the text for
different reasons. The high-proficient students cumulated sufficient textual knowl-
edge after answering all the preceding questions, whereas low-proficient students
reported a lack of time to resort to the text. Similarly, Cohen and Upton (2007)
reported that students used test-taking strategies because they did not need to find
nor generate main statements in the text.

These research results strongly suggest that different items and text types invoke
different cognitive processing, which is further differentiated by students at different
proficiency levels. More research is necessary to fully understand such three-way
interactions based on a large number of items eliciting the full range of cognitive
skills from learners with various language proficiency levels.
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Diagnostic Interpretations of Cognitive Skills

Another major development can be attributable to cognitive diagnostic assessment.
Advances in theories of cognition prompted new initiatives for diagnostic language
assessment in order to provide formative diagnostic information about learners’
competencies in fine-grained skills (Jang 2009a; Nichols 1994). Spolsky (1990)
argued that it is testers’ moral responsibility to ensure the interpretability and
accuracy of test information. He suggested “profiles” that show multiple skills tested
in more than one way as a more valuable reporting method. Shohamy (1992)
proposed an assessment model which utilizes test results through a “detailed,
innovative, and diagnostic” feedback system (p. 515).

Various cognitive diagnostic modeling approaches were developed to classify
learners with distinct patterns of skill mastery and make inferences about qualities of
learners’ cognitive processes and knowledge structures. For example, the rule-space
model uses a pattern recognition approach based on the distance between observed
examinee item response patterns and a set of possible ideal response patterns. In the
field of language testing, this model was applied to a short-answer listening com-
prehension test administered to 412 Japanese college students (Buck and Tatsuoka
1998) and to TOEFL reading subtests (Kasai 1997). The reduced Reparameterized
Unified Model (r-RUM) is another cognitive diagnosis model applied to language
assessment data. Jang (2005) applied the r-RUM to 2700 test takers’ responses to
TOEFL LanguEdge reading comprehension tests. Kim (2011) applied it to the
TOEFL iBT writing test. Given few empirical studies that explicitly examined
cognitive models for diagnostic interpretations, Table 1 presents cognitive attributes

Table 1 Cognitive attributes used in cognitive diagnostic modeling

Buck & Tatsuoka’s listening
attributes (1998)

Jang’s reading attributes
(2009a, b)

Kim’s writing attributes
(2011)

Identifying the task by determining
what types of information to search
for in order to complete the task
Scanning fast spoken text,
automatically and in real time
Processing a large information load
Processing a medium information
load
Processing dense information
Using previous items to help
information location
Identifying relevant information
without any explicit marker
Understanding and utilizing heavy
stress
Processing very fast text
automatically

Processing context-
dependent vocabulary
Processing context-
independent vocabulary
Comprehending
syntactic elements
Comprehending explicit
textual information
Comprehending implicit
textual information
Making inferences
Interpreting negatively
stated information
Analyzing and
evaluating relative
importance of textual
information
Mapping contrasting
ideas

Fulfilling content by
successfully addressing a
given topic
Organizing and developing
ideas effectively
Demonstrating ability to
apply grammatical rules
Demonstrating vocabulary
knowledge with a broad
range of sophisticated words
Demonstrating correct use of
English conventions
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involving listening (Buck and Tatsuoka 1998) and writing processes (Kim 2011) in
addition to reading processes (Jang 2009a, b).

The quality of diagnostic inferences from these modeling applications depends on
the extent to which cognitive processing skills used are theoretically compelling and
empirically justifiable. In addition, evaluating learners’ competencies in microlevel
skills requires a much finer-grained representation of the construct of interest. The
CDA approach attempts to achieve this by evaluating individual test takers’ com-
petencies in a set of user-specified skills. The approach thus needs to be based on a
substantive theory of the construct that describes processes underlying task perfor-
mance. It also requires clear specifications that delineate the tasks in terms of how
they elicit cognitive processes.

However, uncertainty persists in evaluating the extent to which the specified skills
represent the target construct. Furthermore, all the studies reviewed above retrofitted
the CDA approaches to existing proficiency tests, which might not have been
designed with explicit specifications of fine-grained skills. Insufficient observations
due to limited items per skill would increase inaccuracy in diagnostic classifications.
It is also possible that important skills might be excluded from modeling because of
the poor diagnostic quality of items.

Work in Progress

Today’s language learners are surrounded by increasingly complex learning envi-
ronments. Advanced technologies can provide multiple avenues for observing,
assessing, and tracking learners’ cognitive progression. The term “learning progres-
sion” refers to a hypothetical model of a long-term learning pathway that has been
empirically validated (Duschl et al. 2011). These progressions represent a shift in
focus from assessment of discrete knowledge to a set of cognitive and metacognitive
skills that students need to master across domains. Importantly, it is agreed that there
is not necessarily a single “correct” pathway for learning progressions to proceed
(Shavelson 2010). Twenty-first century assessment needs to be adaptive enough to
observe and track individual students’ dynamic progress in cognition, metacogni-
tion, and affect (Mislevy et al. 2008). Mislevy et al. argue that the concepts and
language of past testing practice are limited in exploring assessment adaptivity.
Parshall et al. (2002) explain how computer-assisted assessment can enhance adap-
tivity through innovations in key dimensions including item format, response action,
media inclusion, level of interactivity, scoring, and communication of test results.

In assessing students’ speaking proficiency, digitized speech and video offer
greater authenticity to assessment, and automated speech recognition techniques
allow students to record their voice while performing on a task (Hubbard 2009). For
example, automated rating programs, such as Educational Testing Service’s Crite-
rion, provide detailed feedback based on error analysis (Chapelle and Douglas
2006). In assessing reading comprehension, computer-assisted assessment programs
can gather data about the degree of automaticity in cognitive processing by observ-
ing the quantity and quality of readers’ attention through eye-tracking methods and
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the use of comprehension aids, such as glosses and electronic dictionaries from
computer logs.

With technological advances, researchers are currently investigating on the
potential of neurophysiological methods, such as eye-tracking and facial expression
detection to understand processes involving choice behavior (Rayner 1998; Winke
2013) or language processing (Bax 2013; Conklin and Pellicer-Sánchez 2016). For
example, research on eye movement suggests that shorter regressions (reading back
in a text) and longer fixations than typical may indicate comprehension difficulties
(Rayner 1998). Bax (2013) studied differences in cognitive processing among
students with different proficiency levels by examining fixation patterns and search
reading patterns. He reported that proficient and less proficient learners show
significant differences in terms of lexical and syntactic processing while no evident
difference is found for higher cognitive processing. Further, his eye-tracking data
revealed that less proficient learners tended to spend more time searching a larger
chunk of text whereas more proficient learners were better at expeditious reading by
locating key information in the text. This was further substantiated using interview
data, suggesting that the observed difference was attributable to metacognitive
strategies. Bax noted that the nature of cognitive processing involved in test-taking
situations depends on the quality of test items, that is, the extent to which they elicit a
wide range of cognitive processes while distinguishing among students with differ-
ent proficiency levels. Some of the items that he examined failed to elicit distin-
guishable cognitive processes. This may indicate that multiple processing strategies
co-occurred, which is difficult to capture through the eye-tracking method.

Brunfaut and McCray (2015) examined cognitive processes of Aptis reading
tasks using eye-tracking and stimulated recall methods. They found that high-
proficient learners spend less time fixating on the task prompts and response options,
indicating higher efficiency in information processing. While the study participants
reported a wide range of processing skills (lexical processing > creating proposi-
tional meaning > inferencing > syntactic parsing > creating a text-level represen-
tation), they tended to adopt careful reading at both local and global levels as defined
by Khalifa and Weir (2009). Expeditious reading using skimming and search
strategies were less frequently observed. The authors noted that observed differences
in processing were associated with task type more than proficiency levels targeted by
the tasks. For example, the “gap-fill” task type elicited lower-level processing
involving careful local reading, whereas “sentence-ordering and matching headings”
types invoked higher-level processing involving careful global reading and expedi-
tious reading to a less degree. These findings are consistent with findings from
previous studies reviewed earlier in this chapter. These two studies illustrate how
triangulating data from verbal reports with neurophysiological eye movements
allows for more thorough insights into both low- and high-level processing with
different reading strategies.

Along with eye-tracking methods, technological advances in facial expression
analysis may be used to gather information about students’ emotion, intention,
cognitive processing, physical effort, and pragmatics synchronously as they engage
in assessment tasks. Corpus-based computer systems are currently developed in
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order to automatically analyze and recognize facial motions and expressions from
visual data (Fasel and Luettin 2003). They are being applied to many areas such as
paralinguistic communication, clinical and cognitive psychology, neuroscience, pain
analysis, and multimodal human computer interfaces. Yet, their applications to
language learning and assessment are unknown to the best of my knowledge. In
the near future, these technological influences will have a profound impact on what
to assess and how to assess it. It will allow for the assessment of learners’ cognitive
progression through a dynamic interplay with other traits in digital environments.

Problems and Difficulties

Factor Analytic Approach to Skill Identification

Methodological limitations are the greatest challenge in assessing learner cogni-
tion and its dynamic interaction with other intra- and interpersonal factors.
Conceptually, a cognitive skill is idiosyncratic and context dependent. It is
dynamical instead of static because it constantly interacts with other similar skills
as well as other related factors. Traditional psychometric approaches often fail to
identify multiple skills separately. Common factor analytic approaches are inap-
propriate for identifying highly correlated skills because factor loadings are
essentially based on the contribution of items to test performance (Weir and
Khalifa 2008). Furthermore, linear factor analysis of the observed item-pair
correlation matrix introduces confounding factors associated with difficulty levels
partly due to its linearity assumption in violation of the nonlinear nature of the
item response functions (Jang and Roussos 2007). The cognitive diagnostic
modeling approaches reviewed briefly in this chapter can handle the cognitive
interaction between skills and test items. However, most diagnostic models
presuppose strong assumptions about the inter-skill relationships (Jang 2009a).
More importantly, valid diagnostic inferences from such modeling depend on
whether students’ performance data come from a cognitively engineered assess-
ment for the purpose of skill diagnosis. This issue cannot be fully addressed by fit
statistics because it is a theoretical matter that requires substantive expertise and
evidentiary triangulation.

Efficacy of Strategy Use

Another methodological issue is that determining skill proficiency based on the
observed frequencies of strategy use is problematic. Many different scenarios of
strategy use are possible and not all of them lead to successful performance as
discussed earlier in this chapter. Depending on task type and diagnostic quality,
multiple skills may be required for the same task but be prioritized differently by test
takers with different proficiency and background. Alternatively, they may be
processed in a compensatory manner. For example, when a task requires the
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application of multiple skills involving both grammatical knowledge and higher-
level processes conjunctively, successful test takers typically integrate these skills,
whereas unsuccessful test takers may overly rely on higher-level skills to compen-
sate for a lack of vocabulary or syntactic knowledge (Brunfaut and McCray 2015;
Harding et al. 2015).

A proficient language user is a good strategy user who actively seeks to construct
and communicate meaning through the strategic use of various linguistic and
sociolinguistic resources at different levels of mental processes. However, identify-
ing and classifying learner strategies have been subject to debate because of diffi-
culty differentiating construct-relevant from construct-irrelevant strategies and the
interdependence of strategy categories (Cohen 2012). One recurring issue is that
content experts do not agree on what skills are targeted by test items (Alderson
2005). It is possible that content experts may use different grain sizes in identifying
skills. Both the number and type of skills can vary significantly depending on the
grain size of skill that content experts refer to, especially when item content analysis
is mainly used without data informing students’ actual mental processes. While
determining an ideal grain size needs to be based on empirically validated relevant
theories, it can be guided by intended pedagogical effects as well. Testing too many
skills with not enough items per skill will not only jeopardize the measurement
precision but also make it difficult for users to utilize resulting diagnostic informa-
tion for planning future actions. Therefore, determining what skill and how many
skills to be tested should consider both process data and practical implications of the
skills-based assessment for learning.

Another issue lies in the fact that low-proficient learners do not lack strategies.
Instead, their problems are more likely to do with the inappropriate use of strategies
(Abraham and Vann 1987). This becomes more prominent with intermediate and
advanced learners who can self-regulate their strategy use effectively. Research tends
to focus on the frequency of strategies without considering their effect on perfor-
mance and the degree of self-regulation accompanied with strategy use. Although
difficulty in differentiating good from poor learners may be explained in terms of the
type of strategy used, it is often difficult to determine the efficacy of strategy use due
to individual and contextual differences.

This context-dependent nature of cognitive processing helps emphasize the
importance of context in understanding how the human mind works differently
across different sociocultural settings. It calls for an alternative view of how the
mind works in language learning and innovative assessment that “takes into
account” interactions with physical, social, and cultural environments instead of
statistically controlling for such influence. Different cognitive processes and asso-
ciated strategies may be prioritized across different cultural and learning contexts.
Much research in second language acquisition has been devoted to text analysis in
order to understand ways in which different languages shape the mind, known as the
Sapir-Whorf hypothesis (Connor 1996). However, the relationship between cogni-
tion and culture has not been fully appreciated in the field of language assessment
because any cultural influence is considered a threat to construct validity in high-
stakes testing.
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Future Directions

As there is a growing interest in learning-oriented assessment approaches, the field
of language assessment should embrace an alternative view of and methodological
approach to assessing test takers’ cognitive potential while capitalizing on the
contextual specificity. According to complex dynamic systems theory, a learner is
a dynamic system with many components interacting with each other (Smith and
Thelen 2003; van Geert and van Dijk 2002). It is through the interaction of these
intrapersonal variables and the influence of environmental factors that the learner’s
mind can be better understood. Although intraindividual variability is previously
considered to be a result of measurement error interpreted as “noise,” a dynamic
systems perspective sees it as a “driving force of development” (van Geert and van
Dijk 2002, p. 4). Future language assessment should provide the opportunity to
assess, model, track, and scaffold progressions as a result of such interactions (Jang
et al. 2015). In this way, we may be able to catch a glimpse of such complex and
dynamical learner cognition.

We may continue to measure language ability in the standard way, but informa-
tion from such measurements has few implications for both advancing theories and
making positive impact on the lives of people involved. In doing so, we will continue
to neglect the importance of metacognitive and motivational consciousness in
learning, emotions involved in thinking and as a consequence of actions, and the
broader social context in which we are embedded. In fact, few would argue against
the need to assess learner cognition in conjunction with its interaction with internal
and external factors. In my view, what matters now is whether or not we are equipped
with the necessary methodological innovations. I strongly support technological
advances that allow us to make observations (and data gathering) less intrusive
and less dependent on self-reported data. For example, data mining and machine
learning as approaches to assessing learner cognition and growth during language
learning may help us innovate current assessment approaches. Multichannel data
involving physiological, neural, and behavioral traces may provide information that
can be used to complement self-reported data. Data gathering and analysis in the real
time while students perform on a task will help assessment provide adaptive
scaffolding for individual students. All of these approaches must be grounded in
well-reasoned student models of cognition, be supported by evidentiary reasoning,
and be engaged in while bearing potential effects in mind. The pendulum swings
both ways. We may continue to theorize learner cognition without practical impli-
cations or attempt to program the mind using neural networks without theories.
Neither will advance the field of language assessment nor shall we.
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Criteria for Evaluating Language Quality
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Abstract
The assessment of language quality in the modern period can be traced directly to
the work of George Fisher in the early nineteenth century. The establishment of a
scale with benchmark samples and tasks has been replicated through Thorndike
(1912) and into the present day. The tension between assessing observable
attributes in performance and underlying constructs that makes performance
possible is as real today as in the past. The debate impacts upon the way scales
and descriptors are produced, and the criteria selected to make judgments about
what constitutes a quality performance, whether in speech or writing. The ten-
sions work themselves through the history of practice, and today we find our-
selves in a pluralistic philosophical environment in which consensus has largely
broken down. We therefore face a challenging environment in which to address
the pressing questions of evaluating language quality.
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Introduction

The Oxford English dictionary defines “quality” as “the standard of something as
measured against other things of a similar kind; the degree of excellence of some-
thing.” In language testing the “something” is a language product, which may be a
sample of talk or writing. This is “measured” against similar products that have been
independently assessed as being appropriate for a particular communicative purpose.
The quality of the language sample is the window into the ability of its producer. Or
as Latham puts it:

. . .we cannot lay bare the intellectual mechanism and judge of it by inspection, we can only
infer the excellence of the internal apparatus and the perfection of its workmanship from the
quality of the work turned out. (Latham 1877, p. 155)

The first attempt to measure language quality by comparison with other samples
is found in Fisher’s Scale Book (Fulcher 2015a). Between 1834 and 1836, while
headmaster of the Royal Hospital School in London, Fisher developed his scale
book, in which language performance was classified into five major levels, each
with quarter intervals. This produced a 20-level scale. Each level was characterized
by writing samples that represented what a pupil was expected to achieve at that
level. For spelling there were word lists, and for speaking there were lists of
prompts/tasks that should be undertaken successfully. The Scale Book has not
survived, but it is clear that Fisher had invented a method for the measurement of
quality that is still in use today. There is clear evidence that Thorndike had seen, or
was aware of, Fisher’s methods (Fulcher 2015b, pp. 84–88). With reference to the
assessment of French and German, he suggested attaching performance samples to
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levels, together with a brief description of what could be achieved at each level
(Thorndike 1912).

It is not clear what criteria were used by Fisher or Thorndike for the selection of
samples to characterize each level, other than the professional judgment of experts
familiar with the context of the use of the scale. For Fisher, this was a school context
in which boys were being educated in preparation for a life in the navy. Thorndike
also had a US high school context in mind, but his focus was psychometric and
methodological, rather than practical hands-on assessment. But what is clear in both
cases is that new language samples collected in an assessment are being evaluated in
comparison with criterion samples. Although the term would not be invented for
many decades, Fisher was the first to employ criterion-referenced assessment in an
educational context.

Early Developments

The use of criteria external to the assessment context has been central to the
evaluation of language quality from the start. It is important to remember that the
“criteria” of “criterion-referenced” assessment are not abstract levels that today are
frequently referred to as “standards.” Rather, the term “criterion” and “standard”
were used interchangeably to refer to real-world behaviors that a test taker would be
expected to achieve in a non-test environment (Glaser 1963; Fulcher and Svalberg
2013). In the development of the first large-scale language test during the First World
War, it was therefore considered essential to reflect such real-world behavior in test
content (Fulcher 2012). A group and an individual test of English as a second
language were developed to identify soldiers who should be sent to language
development batteries rather than deployed to active service. Yerkes (1921, p. 335)
reports that the individual test was to be preferred because it was possible to make
the content reflect military language more than the group test. Of course, the tasks
were still a considerable abstraction from real life, but the criterion was nevertheless
the kind of language that was contained in “the drill” (see Fulcher 2015b,
pp. 135–140). The score on the test items was interpreted by matching it to a level
descriptor from A to E that provided score meaning in absolute criterion terms:

Men can be tested for English-speaking ability and rated on a scale of A, B, C, D, E. In
language the rating E means inability to obey the very simplest commands unless they are
repeated and accompanied by gestures, or to answer the simplest questions about name,
work, and home unless the questions are repeated and varied. Rating D means an ability to
obey very simple comments (e.g., “Sit down,” “Put your hat on the table”), or to reply to
very simple questions without the aid of gesture or the need of repetition. Rating C is the
level required for simple explanation of drill; rating B is the level of understanding of most of
the phrases in the Infantry Drill Regulations; rating A is a very superior level. Men rating D
or E in language ability should be classified as non-English. (Yerkes 1921, p. 357)

From the First World War, assessing the quality of language performances had
two critical components. First was the explicit criterion-referenced relationship
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between the content of the test and the domain to which prediction was sought.
Second is the level descriptor that summarized what a test taker at a particular level
could do with the language in the non-test domain. These two components of
performance tests allowed numerical scores to be invested with real-world meaning.

The interwar period was marked by the massive expansion of state provided
education in many Western countries. Assessment became critical for accountability,
and accountability required controlling the costs of assessment in large systems.
There was therefore a focus on the “new-type”multiple choice tests at the expense of
performance (Wood 1928). When a new need to assess language performance
reemerged in the Second World War, it was as if everything that had been learned
during the First World War needed to be reinvented. Thus it was that Kaulfers and
others working in the Army Specialized Training Program (ASTP) had to develop
new performance tests and descriptors:

The nature of the individual test items should be such as to provide specific, recognisable
evidence of the examinee’s readiness to perform in a life-situation, where lack of ability to
understand and speak extemporaneously might be a serious handicap to safety and comfort,
or to the effective execution of military responsibilities. (Kaulfers 1944, p. 137)

It is the criterion-referenced nature of the decisions being made that requires the
quality of language to be assessed through performance. The touchstone was learning to
speak a colloquial form of a second language, rather than learning about the language
(Agard and Dunkel 1948; Velleman 2008). Unlike the individual test created by Yerkes
in 1917, the tasks were not domain specific to the military, but covered the functions of
securing services and asking for and giving information. This was all that could be
achieved in the 5 mins allocated to an individual test. Kaulfers reports that language
quality was assessed according to the two criteria of scope and quality of speech:

Scope of Oral Performance
(a) Can make known only a few essential wants in set of phrases of sentences.
(b) Can give and secure the routine information required in independent travel abroad.
(c) Can discuss the common topics and interests of daily life extemporaneously.
(d) Can converse extemporaneously on any topic within the range of his knowledge or

experience.

Quality of Oral Performance
(0) Unintelligible or no response. A literate native would not understand what the speaker is

saying, or would be confused or mislead.
(1) Partially intelligible. A literate native might be able to guess what the speaker is trying to

say. The response is either incomplete, or exceedingly hard to understand because of
poor pronunciation or usage.

(2) Intelligible but labored. A literate native would understand what the speaker is saying,
but would be conscious of his efforts in speaking the language. The delivery is
hesitating, or regressive, but does not contain amusing or misleading errors in pronun-
ciation or usage.

(3) Readily intelligible. A literate native would readily understand what the speaker is
saying, and would not be able to identify the speaker’s particular foreign nationality.
(Kaulfers 1944, p. 144)
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Under “quality” we can see the emergence of two themes that remain issues of
research and controversy to this day. The first is the nature of “intelligibility” and its
relation to “comprehensibility,” given the constant reference to pronunciation (see
Browne and Fulcher 2017). Second is the reference to a “literate” (later to be termed
“educated”) native speaker as the intended interlocutor.

The ASTP program scored language quality at three levels, under the four
headings of fluency, vocabulary, pronunciation and enunciation, and grammatical
correctness. The scale for fluency shows that the metaphorical nature of the construct
as “flowing” like a river (Kaponen and Riggenbach 2000) emerged very early in
performance assessment:

Fluency
(2) Speaks smoothly, phrasing naturally according to his thoughts.
(1) Occasionally hesitates in order to search for the right word or to correct an error.
(0) Speaks so haltingly that it is difficult to understand the thought he is conveying.
(Agard and Dunkel 1948, p. 58).

Qualitative level descriptors that closely resemble these early examples have been
used ever since, even if they have frequently been disassociated with their original
criterion-referenced meaning. They are normally placed in a rating scale consisting
of two or more levels. Language samples or tasks that are claimed to typify a
particular level may be used, following the early practices of Fisher and Thorndike.
The rating scale is normally used to match a performance with the most relevant
description to generate a score.

Major Contributions

It should not be surprising that some of the most important contributions have been
made within the military context. After the Second World War, the Foreign Service
Institute (FSI) was established in the United States to forward the wartime assess-
ment agenda. Although it is still frequently claimed that what emerged from the US
military as the Foreign Service Institute (FSI) rating scale was decontextualized
(devoid of context, content, or performance conditions) (Hudson 2005, p. 209), as
early as 1958 descriptors were attached to the FSI scale. The following example
illustrates the level of contextualization that was present:

FSI Level 2: Limited Working Proficiency.
Able to satisfy routine social demands and limited work requirements.
Can handle with confidence but not with facility most social situations including

introductions and casual conversations about current events, as well as work, family and
autobiographical information; can handle limited work requirements, needing help in han-
dling any complications or difficulties; can get the gist of most conversations on
non-technical subjects (i.e., topics which require no specialized knowledge) and has a
speaking vocabulary sufficient to express himself simply with some circumlocutions; accent,
though often quite faulty, is intelligible; can usually handle elementary constructions quite
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accurately but does not have thorough or confident control of the grammar. (reproduced in
Fulcher 2003, p. 226)

The level of contextualization is problematic. The wording suggests “tasks” that a
speaker might successfully undertake and the quality of language that might be
produced. Yet, it is not specific to its intended military purpose. This is an issue
which still exercises language testers today. On the one hand is the argument that all
descriptors and scales should refer to constructs only and avoid any reference to
context (Bachman and Savignon 1986). The primary purpose of
non-contextualization is to achieve greater generalizability of scores across test
tasks and real-world contexts. What the language tester is interested in is the
underlying constructs or abilities that make communication possible. On the other
hand is the argument that by limiting score meaning to specified domains, validation
becomes an achievable goal.

The halfway house of the FSI has survived to the present day, despite debates for
and against domain specificity. During the 1960s the language and format of the FSI
descriptors became standard throughout the military and security agencies in the
United States, resulting in a description of language performance known as the
Interagency Language Roundtable (ILR), which is still in use today (Lowe 1987).
The ILR has also formed the basis of the North Atlantic Treaty Organization (NATO)
approach to scoring language quality (Vadάsz 2012), articulated in Standardization
Agreement 6001 (STANAG 6001). The language and structure of the descriptors
follows the ILR closely, although additional references to topics and functions have
been added in its various revisions (NATO 2010).

The assessment of language quality in the military soon spread to the educational
sector. In the early 1980s the American Council on the Teaching of Foreign
Languages (ACTFL) and Educational Testing Service (ETS) received US federal
grants to adapt the FSI and ILR to create a description of language performance for
wider use. The ACTFL Guidelines were published in 1986 and revised in 1999 and
2012 (http://www.actfl.org/publications/guidelines-and-manuals/actfl-proficiency-
guidelines-2012). They have become the de facto framework for describing lan-
guage performance in the United States in both education and the workplace
(Swender 2003).

These descriptions combine linguistic and nonlinguistic criteria and are assumed
to be relevant to all languages. The sequence of descriptors on the scale represents an
intuitive understanding of the order of second language acquisition and the increas-
ing complexity of real-world tasks that learners can perform, but for which there is
little empirical research evidence (Brindley 1998; Chalhoub-Deville and Fulcher
2003).

The FSI descriptors and their subsequent use both in the military and educational
sectors have had a profound impact upon the structure and wording of all subsequent
scales used for evaluating language quality. The theoretical assumptions, and even
the wording, can be traced in all extant scales.
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While ACTFL is the dominant system in the United States, the Canadian Lan-
guage Benchmarks (CLB) is used in Canada, and the Common European Frame-
work of Reference (CEFR) has been developed for use in Europe. These are
institutionalized systems and therefore have had a very wide impact on practice
(Liskin-Gasparro 2003). However, while both the ACTFL and CLB were designed
for operational use in rating language performance, the CEFR bears the hallmarks of
a set of abstract standards that cannot be simply taken and used in real assessment
contexts (Jones and Saville 2009).

The CLB was developed to assess the English of adult immigrants to Canada and
is “a descriptive scale of communicative proficiency in English as a Second Lan-
guage (ESL) expressed as 12 benchmarks or reference points” (Pawlikowska-Smith
2000, p. 7). Pawlikowska-Smith (2002) argues that the CLB is based on a model of
communicative proficiency, drawing specifically on notions of linguistic, textual,
functional, sociocultural, and strategic competence, adapted from Bachman and
Palmer (1996) and Celce-Murcia et al. (1995). There are three general levels
(basic, intermediate, and advanced), each with four subdivisions, for each of the
four skill competencies (speaking, listening, reading, and writing).

The CEFR aims to be a pan-European framework for teaching and testing
languages (Council of Europe 2001). Like the CLB it has three general levels of
basic, independent, and proficient, each subdivided into two levels, providing a
six-level system. The system comprises two parts. The first is a qualitative descrip-
tion of each level. For speaking and writing it is elaborated in productive, receptive,
and interactive modes. This is “horizontal” in that it does not attempt to help
distinguish between levels; it is a taxonomy of the things that language learning is
about. The second part is a quantitative description of the levels in terms of “can-do”
statements. This is “vertical” in that the levels are defined in terms of hierarchical
descriptors.

Work in Progress

Rating Scale Development

The major contributions are all institutional systems that perform a policy role
within high-stakes testing systems. They are all intuitively developed scales, with
the exception of the CEFR, which is a patchwork quilt of descriptors taken from
other scales, constructed using a measurement model based on teacher perceptions
of descriptor difficulty (Fulcher 2003, pp. 88–113). Dissatisfaction with linear
scales that are unlikely to reflect either processes in SLA or performance in
specific domains has led to research in scale development that is “data driven.”
One approach has been through the application of binary choices to separate
writing or speaking samples using critical criteria (Upshur and Turner 1995),
which has subsequently been applied to TOEFL iBT (Poonpon 2010). The other
main approach is the description of performance data to populate descriptors,
whether this be taken from test taker performance on tasks (Fulcher 1996) or
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expert performance in real-world contexts through performance decision trees
(Fulcher et al. 2011). The goal of the latter enterprise is to create a “thick
description” of domain-specific performance, thus establishing a true criterion-
referenced description against which to match test-generated performances. Data-
driven approaches are also being used in prototype writing scales (Knoch 2011).
The selection of scale type for particular assessment contexts is a key issue for
current research.

Construct Definition and Validation

While our understanding of what constitutes reasonable performance in specific
domains has increased immensely in recent years, the definition and assessment of
particular constructs or abilities that enable such performance has been more prob-
lematic. Ongoing research into “interactive competence” is particularly important
because of the potential to assess individuals in relation to how their own perfor-
mance and competence is impacted by others (Chalhoub-Deville 2003). Recent
work on interactive patterns (Galaczi 2008) and communicative strategies
(e.g., May 2011) represents the ongoing attempt to produce operational assessments
with richer interactive construct definitions.

Test Taker Characteristics

Closely related to how participants interact is the question of how individual
characteristics affect interaction. The practical implications of this research may
impact on how test takers are selected for pair or group speaking tests. Berry (2007)
summarizes her extensive research into the impact of personality type, showing that
levels of introversion and extroversion can influence speaking scores. Ockey (2009)
also found that assertive test takers score higher in group tests, but that less assertive
students were not impacted by the pairing. The differences in findings may suggest
that the results are conditioned by cultural factors that require further investigation.
Nakatsuhara (2011) has also shown that there is variation by proficiency level,
personality, and group size. There is clearly much more work to be done here to
identify significant variables and their impact on performance.

Problems and Difficulties

Generalizability Versus Specificity

Resistance to the use of data-driven or domain-specific scales in large-scale testing is
related to restrictions on score meaning. The underlying issue is what constitutes a
“criterion” in criterion-referenced testing. For those who argue that domain-specific
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inferencing is paramount, the criterion is the language used in real-world applica-
tions, which echoes the “job description” tradition of validation (Fulcher and
Svalberg 2013). The claim to generalizability of scores to multiple domains and
purposes reverts to a criterion-related validation claim based on correlation with an
external measure or comparison group (Fulcher 2015b, pp. 100–102). The tension is
between substantive language-based interpretations and psychometric expediency.
The latter is sometimes used to advocate a robust financial model of “off-the-peg”
test use by testing agencies without the need to provide additional validation
evidence for changes in test purpose (Fulcher and Davidson 2009). The interplay
between the meaning of “criterion” and the economics of global language test use in
policy provides plenty of opportunity for conflict.

Construct Definition

The new interest in content validation (Lissitz and Samuelsen 2007) combined with
a lack of interest in construct language within argument-based approaches to validity
(Kane 2012, p. 67) has had an impact on validation practices. Chapelle et al. (2010,
pp. 3–4) apply this to the scoring of language samples collected in the TOEFL iBT,
which moves directly from observation to score, without the requirement for any
intervening construct. The point of debate has therefore moved away from construct
definition to whether simple content comparison between test tasks and the domain
constitutes validation evidence. Kane (2009, pp. 52–58) argues that validation
activity remains with the interpretation of scores, and so while the focus may shift
to observable attributes in specific performances, there remains a requirement to
demonstrate generalizability to all possible test tasks and extrapolation to a domain
that cannot be fully represented. But in the simple content validity stance, and the
more complex argument-based stance, the room for generalizability of score mean-
ing is considerably reduced. To what extent should construct language be retained?
And just how generalizable are the claims that we can reasonably “validate”?

Rating Scales Versus Standards

The critique of “frameworks” or “standards” documents as tools for policy imple-
mentation (Fulcher 2004) has resulted in a recognition that institutional “scales”
cannot be used directly to evaluate language quality (Weir 2005; Jones and Saville
2009; Harsch and Guido 2012). But the power of such documents for the control of
educational systems has increased the tendency for misuse (Read 2014). The
confusion between “standards” and “assessments” is part of the subversion of
validity that has been a by-product of the use of scales to create the equivalent of
standardized weights and measures in education, similar to those in commerce
(Fulcher 2016). This inevitably draws language testers into the field of political
action, even if they take the view that they are merely “technicians” producing tools
for decision-making processes.
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Future Directions

What has been achieved in the last decade is quite substantial. When the TOEFL
Speaking Framework (Butler et al. 2000) is replaced, the new volume will reflect the
very significant progress that has been made in assessing the quality of spoken
language. We now have considerably more options for scoring models than the
simple “more than. . ..less then. . ..” descriptors that characterized rating scales in use
since the Second World War. These are likely to be richer because of the advances in
domain description and referencing. Our deeper understanding of interaction now
also informs task design not only for pair and group assessment but also for
simulated conversation in a computer-mediated test environment. These develop-
ments will inform critical research in the coming years.

Domains of Inference

The issue of what is “specific” to a domain has come back to the fore in language
testing (Krekeler 2006) through the renewed interest in content and the instrumen-
talism of argument-based approaches to validation. The emphasis must now be on
the understanding of what constitutes successful language use in specific domains.
Work in the academic domain to support task design in the TOEFL iBT is notewor-
thy (Biber 2006), as is work on service encounter interactions (Fulcher et al. 2011).
There is a long tradition of job-related domain analysis in applied linguistics (e.g.,
Bhatia 1993), and language testing practice needs to formulate theory and practices
for the inclusion of such research into test design.

Research on Scoring Instruments

Directly related to the previous issue is research into different types of scoring
instruments. The efficacy of task-dependent and task-independent rating scales
depending on test purpose requires further investigation (Chalhoub-Deville 1995;
Hudson 2005; Jacoby and McNamara 1999; Fulcher et al. 2011). As we have found
it more difficult to apply general scales to specific instances of language use, it
becomes more pressing to show that descriptors adequately characterize the perfor-
mances actually encountered and can be used reliably by raters (Deygers and Van
Gorp 2015).

Policy Analysis

The most influential approaches to describing language quality are those with the
support of governments or cross-border institutions, where there is great pressure for
systems to become institutionalized. The dangers associated with this have been
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outlined (Fulcher 2004; McNamara 2011), but the motivations for the institutional-
ization of “frameworks” need further investigation at level of policy and social
impact. Of particular concern is the need of bureaucrats to create or defend regional
identities or language economies. This leads to the danger that the language testing
industry makes claims for tests that cannot be defended and may be particularly
dangerous to individual freedoms. As Figueras et al. (2005, pp. 276–277) note,
“linkage to the CEFR may in some contexts be required and thus deemed to have
taken place. . ..”

Living with Plurality

The immediate post-Messick consensus in educational assessment and language
testing has broken down (Newton and Shaw 2014). Fulcher (2015b, pp. 104–124)
discusses four clearly identifiable approaches to validity and validation that have
emerged in language testing, some of which are mutually incommensurable. At
one end of the cline is the emergence of strong realist claims for constructs resident
in the individual test taker, and at the other is an approach to co-constructionism
that argues for the creation and dissolution of “constructs” during the act of
assessing. This clash of philosophies is not new in language testing, but it is
more acute today than it has been in the past. The debate over philosophical stance
is probably one of the most important to be had over the coming decade, as it will
determine the future epistemologies that we bring to bear on understanding the
quality of language samples.
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Methods of Test Validation

Xiaoming Xi and Yasuyo Sawaki

Abstract
Test validation methods are at the heart of language testing research. The way in
which validity is conceptualized determines the scope and nature of validity
investigations and hence the methods to gather evidence. Validation frame-
works specify the process used to prioritize, integrate, and evaluate evidence
collected using various methods. This review charts the evolution of validity
theory and validation frameworks and provides a brief review of current meth-
odologies for language test validation, organized by the validity inferences to
which they are related in an argument-based validation framework. It discusses
some problems and challenges associated with our current test validation
research and practice and proposes some major areas of research that could
help move the field forward.

The argument-based approach to test validation, initially developed for large-
scale assessment, will continue to be refined to make it more applicable to test
developers and practitioners. Alternative validation approaches for classroom
assessment are emerging but could benefit from more empirical verifications to
make them theoretically sound as well as practically useful. We are in an exciting
era when new conceptualizations of communicative language use such as English
as a lingua franca and use of new technologies in real-world communication are
pushing the boundaries of the constructs of language assessments. These devel-
opments have introduced new conceptual challenges and complexity in
redefining the constructs of language assessments and in designing validation
research in light of the expanded constructs.
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Introduction

Test validation methods are at the heart of language testing research. Validity is a
theoretical notion that defines the scope and nature of validation work, whereas
validation is the process of developing and evaluating evidence for a proposed score
interpretation and use. The way in which validity is conceptualized determines the
scope and nature of validity investigations and hence the methods to gather evi-
dence. Validation frameworks specify the process used to prioritize, integrate, and
evaluate evidence collected using various methods. Therefore, this review will
delineate the evolution of validity theory and validation frameworks and synthesize
the methodologies for language test validation.

In general, developments of validity theories and validation frameworks in
language testing have paralleled advances in educational measurement (Cureton
1951; Cronbach and Meehl 1955; Messick 1989; Kane 1992). Validation methods
have been influenced by three areas in particular. Developments in psychometric and
statistical methods in education have featured prominently in language testing
research (Bachman and Eignor 1997; Bachman 2004). Qualitative methods in
language testing (Banerjee and Luoma 1997) have been well informed by second
language acquisition, conversation analysis, and discourse analysis. Research in
cognitive psychology has also found its way into core language testing research,
especially that regarding introspective methodologies (Green 1997) and the influ-
ence of cognitive demands of tasks on task complexity and difficulty (Iwashita et al.
2001).
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Early Developments

Earlier conceptualizations of validity for language tests, represented by Lado and
Clark (Lado 1961; Clark 1978), focused on a few limited types of validity, such as
content validity and predictive or concurrent validity, which support primarily score-
based predictions, rather than theoretically and empirically grounded explanations of
scores that provide the basis for predictions. Because validity was treated as consisting
of different types instead of a unitary concept, test providers could conveniently select
only one type as sufficient to support a particular test use. Further, test-taking processes
and strategies and test consequences were not examined.

In keeping with how validity was conceptualized from the 1950s through late
1970s, the validation methods were limited to correlational analyses and content
analyses of test items. Another fairly common line of validation research in the
1960s and 1970s employed factor analytic techniques to test two competing hypoth-
eses about language proficiency.

Major Contributions

The late 1970s and early 1980s witnessed the first introduction of the notion of
construct validity (Cronbach and Meehl 1955) in language testing (Palmer et al.
1981). During the 1980s, there was a shift of focus from predictive or concurrent
validity studies to explorations of test-taking processes and factors affecting test
performance (Bachman 2000). These studies attested to the growing attention to
score interpretation based on empirically grounded explanations of scores.

As validity theories in educational measurement advanced in the 1980s and
culminated in Messick’s explication of validity (1989), different types of validity
became pieces of evidence that supported a unitary concept of construct validity,
highlighting the importance of combining different types of evidence to support a
particular test use. Messick also formally expanded validity to incorporate social
values and consequences, arguing that evaluation of social consequences of test use
as well as the value implications of test interpretation both “presume” and “contrib-
ute to” the construct validity of score meaning (p. 21).

Messick’s unitary validity model quickly became influential in language testing
through Bachman’s work (1990). However, although theoretically elegant,
Messick’s model is highly abstract and provides practitioners limited guidance on
the process of validation.

To make Messick’s work more accessible to language testers, Bachman and
Palmer (1996) proposed the notion of test usefulness. They discussed five qualities:
construct validity, reliability, authenticity, interactiveness, and impact, as well as
practicality, which functions to prioritize the investigations of the five qualities.
Because of its value in guiding practical work, this framework quickly came to
dominate empirical validation research and became the cornerstone for language test
development and evaluation. Nevertheless, this formulation does not provide a
logical mechanism to prioritize the five qualities and to evaluate overall test
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usefulness. Since the trade-off of the qualities depends on assessment contexts and
purposes, evaluations of overall test usefulness are conveniently at the discretion of
test developers and validation researchers.

Following the shift in focus of validity investigations to score interpretation for a
particular test use rather than the test itself, theories of validity, impact, ethics,
principles of critical language testing (Shohamy 2001), policy and social consider-
ations (McNamara 2006), and fairness (Kunnan 2004) have been formulated to
expand the scope of language test quality investigations (Bachman 2005). Although
some aspects of their work contribute to the validity of test score interpretations or
use, others address broader policy and social issues of testing, which may not be
considered as qualities of particular tests (Bachman 2005).

During this period, empirical validation research flourished to address more
aspects of validity including factors affecting test performance, generalizability of
scores on performance assessments, and ethical issues and consequences of test use
(Bachman 2000). Furthermore, applications of sophisticated methodologies, both
quantitative (Kunnan 1998) and qualitative (Banerjee and Luoma 1997), became
more mature.

Work in Progress

The search for a validation framework that is theoretically sound but more accessible
to practitioners continues. The major development of an argument-based approach to
test validation in education measurement (Kane 1992; Kane et al. 1999) has inspired
parallel advancements in language testing, represented by Bachman (2005),
Bachman and Palmer (2010) and Chapelle et al. (2008).

The notion of a validity argument is nothing new to the field of educational
measurement. Nearly two decades ago, Cronbach (1988) started to think of
validation as supporting a validity argument through a coherent analysis of all
the evidence for and against a proposed score interpretation. Kane and his associ-
ates have taken up on this and formalized the development and evaluation of the
validity argument by using practical argumentation theories. They see validation as
a two-stage process: constructing an interpretive argument, and developing and
evaluating a validity argument. They propose that for each intended use of a test,
an interpretive argument is articulated through a logical analysis of the chain of
inferences linking test performance to a decision and the assumptions upon which
they rest. The assumptions, if proven true, lend support for the pertinent inference.
The network of inferences, if supported, attaches more and more meaning to a
sample of test performance and the corresponding score so that a score-based
decision is justified. The plausibility of the interpretive argument is evaluated
within a validity argument using theoretical and empirical evidence. Their
approach also allows for a systematic way to consider potential threats to the
assumptions and the inferences and allocate resources to collect evidence to
discount or reduce them.
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This conceptualization has not expanded the scope of validity investigations
beyond that of Messick (1989), which provides the most comprehensive and
in-depth discussion of values of score interpretations and consequences of test
uses (McNamara 2006). However, the major strength of Kane’s approach lies in
providing a transparent working framework to guide practitioners in three areas:
prioritizing different lines of evidence, synthesizing them to evaluate the strength of
a validity argument, and gauging the progress of the validation efforts. It has
considerable worth in helping answer three key questions: where to start, how strong
the combined evidence is, and when to stop.

Although test use and consequences were omitted in the earlier developments of
his framework, Kane has increasingly paid more attention to them and extended the
chain of inferences all the way up to a decision (Kane 1992, 2004). Bachman and
Palmer (2010) and Chapelle et al. (2008) have adapted Kane’s framework in
somewhat different ways, but both highlight test use and consequences. In the
former, assessment use and consequences are the central focus of test validation,
where assessment development starts with considerations about the intended conse-
quences. In the latter, it is seen as an inferential link from an interpretation to a
decision in the validity argument, with a more elaborate discussion of the pertinent
assumptions than in Kane’s work.

Figure 1 illustrates the network of inferences linking test performance to a score-
based interpretation and use. The first inference, domain description, links test tasks to
test performances and is based on the assumption that test tasks are relevant to and
representative of real-world tasks in the target domain. The second inference, evalu-
ation, connecting test performance to an observed score, hinges on the assumptions
that performance on a language test is obtained and scored appropriately to measure
intended language abilities, not other irrelevant factors. The third link, generalization,
relates an observed score to a true score and assumes that performance on language
tasks is consistent across similar tasks in the universe, test forms, and occasions. The
fourth link, explanation, connecting a true score to a theoretical score interpretation,
bears on the assumption that a theoretical construct accounts for performances on test
tasks. The next link, extrapolation, connects the theoretical score interpretation to the
domain score interpretation and is based on the assumption that a theoretical construct
accounts for performances on test tasks. The following link, extrapolation, addresses

Theoretical  
score 

interpretation 

Utilization 

Test tasks
Test 

performance Expected score Observed score 

Evaluation Domain 
description Generalization 

Domain 
score

interpretation Decision 

Explanation 
Extrapolation 

Fig. 1 Links in an interpretative argument (Adapted based on Chapelle et al. 2008)
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the connection between a theoretical score interpretation and a domain score interpre-
tation, and the relevant assumption is that test scores reflect the quality of language
performance on relevant real-world tasks. The final link, utilization, connects a score-
based interpretation and score-based decisions. The assumptions are: test scores and
other related information provided to users are relevant, useful, and sufficient for
making intended decisions; the decision-making processes are appropriate; and the
assessment process does not incur any negative consequences.

Corresponding to developments in the overall validation approach, validation
methods have also been expanded to provide evidence in support of these inferential
links. The commonly used ones for each inferential link are discussed below.

Domain Description: Linking Test Tasks to Test Performances

Evidence supporting the domain description inference is primarily judgmental in
nature, providing support that test tasks are representative samples of the domain.

Needs analysis to specify the domain and logical analysis of the task content by
content specialists (Weir 1983) are typically used to establish the content relevance
and representativeness of test items in relation to the domain. Corpus-based studies
have recently emerged as a new technique to check the correspondence between the
language used in test stimulus materials and real language use in academic settings to
establish content relevance (Biber et al. 2002).

Evaluation: Linking Test Performance to Scores

Evidence supporting the evaluation inference is based on the conditions under which
the test is administered and the care with which the scoring rubrics are developed and
applied.

Impact of Test Conditions on Test Performance
Test conditions may impact the demonstration of intended language skills. Research
has been conducted to examine the impact of test conditions on test performance to
ensure that the test scores are not influenced by construct-irrelevant factors such as
familiarity with computers in a computer-based test (Taylor et al. 1999). O’Loughlin
(2001) examined the equivalence of scores between face-to-face and tape-mediated
versions of an oral test and supported his conclusion with discourse analysis of
candidates’ speech elicited under the two conditions.

Scoring Rubrics
Rater verbal protocols and analysis of a sample of test discourse (Brown et al. 2005)
are commonly used to develop rubrics that are reflective of the underlying skills the
test intends to elicit.
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Other studies have employed quantitative methods to validate rating scales.
Because a rubric with well-defined score categories facilitates consistent scoring,
some studies have examined whether differences between score categories are clear
using multifaceted Rasch measurement (McNamara 1996). In addition,
multidimensional scaling has been applied to the development of scales for different
tests and rater groups (Chalhoub-Deville 1995).

Systematic Rater Bias Studies
Inconsistencies within and across raters are another potential source of score error
in performance-based assessments. Analysis of variance and multifaceted Rasch
measurement have been used to investigate the systematic effects of rater back-
grounds on scores (McNamara 1996). Rater verbal protocols, questionnaires, or
interviews have been employed to investigate rater orientations and decision
processes (Lumley 2002). More recent studies have combined quantitative anal-
ysis of score reliability and rater self-reported data to account for rater inconsis-
tencies (Xi and Mollaun 2006).

A related rater bias issue concerns the use of automated engines for scoring
constructed response items. Automated scoring may introduce systematic errors if
the scoring algorithm underrepresents the intended constructs by not including some
highly relevant features or using irrelevant features. Systematic errors may also
occur if the scoring model favors or disfavors certain response patterns typically
associated with certain groups, and the causes for the response patterns are not
related to the constructs (Carr et al. 2002).

Generalization: Linking Observed Scores to Universe Scores

Score Reliability Analysis
In addition to estimations of interrater reliability and internal consistency of tasks
using the classical test theory, two more sophisticated methodologies have domi-
nated score reliability studies in language testing: generalizability (G) theory and
multifaceted Rasch measurement. Both methods provide overall estimates of score
reliability. G theory provides useful information about the relative effects of facets,
such as raters or tasks and their interactions on score dependability so as to optimize
measurement designs (Bachman 2004). Multifaceted Rasch measurement is more
suited to investigate the influence of individual raters, tasks, and specific combina-
tions of raters, tasks, and persons on the overall score reliability (McNamara 1996).
Given that these two techniques complement each other, studies that compared these
two methods have argued for combining them to ensure score reliability (Lynch and
MaNamara 1998).

In recent years, multivariate G theory has emerged as a technique to estimate the
dependability of composite scores based on multiple related measures (Lee 2006) or
dimensions (Xi and Mollaun 2006).
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Explanation: Linking Universe Scores to Interpretations

The explanation inference rests on the assumption that test tasks engage abilities and
processes similar to those underlying performance on real-world language tasks
indicated by a domain theory and therefore can account for performance in the
domain. Awide array of methods – both quantitative and qualitative, judgmental and
empirical – have been developed to gather evidence to support this assumption.

Language assessment researchers have often triangulated different methodologies
to address a research topic from multiple perspectives, and this type of research has
started to identify itself as mixed methods research during the last decade following
its emergence as a unique research paradigm in other fields (Turner 2014).

Correlational or Covariance Structure Analyses
Correlational or covariance structure analyses can be used to explore the empirical
relationships among test items or between the test and other measures of similar or
different constructs and methods for measuring them. These analyses can determine if
the relationships are consistent with theoretical expectations of item homogeneity, and
the convergence and discriminability of constructs and methods (Bachman 2004).

Factor analysis and structural equation modeling (SEM) are powerful techniques
to test theories. Compared to experimental designs, they have the advantage of
investigating a large number of variables in a single analysis.

Exploratory and confirmatory factor analytic techniques have been frequently
used to confirm hypotheses or to test competing hypotheses about the factors
underlying test performance, such as common abilities and processes, concurrent
learning of different language skills, or common language learning interests or
experiences.

SEM can not only model relationships between constructs (factors) and measured
variables, subsuming confirmatory factor analysis, but also model relationships
among constructs, which may represent intended abilities, other test taker charac-
teristics, or test methods (see In’nami and Koizumi 2011 for a review).

Experimental Studies
In experimental studies, instruction or learning interventions can be carefully planned
and task features and testing conditions systematically manipulated (Bachman 1990).
Therefore, they allow establishing causal effects due to treatment interventions or
conditions. The effectiveness of an intervention as measured by gains in test scores
attests to the soundness of the theoretical construct (Messick 1989). Research on the
influence of manipulated task features on task performance can either unveil the
relationship between task difficulty and task features (Iwashita et al. 2001) or disam-
biguate a task feature suspected to be construct-irrelevant (Xi 2005).

Group Difference Studies
Group differences in test scores can either support score-based interpretations
and uses or compromise the validity of a test for a proposed use if caused by
construct under-representation or construct-irrelevant factors. Therefore, group
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difference studies can test theories that groups with certain backgrounds and
characteristics should differ with respect to the construct being measured. They
can also forestall rival interpretations that construct under-representation or
construct-irrelevant factors are associated with a test. Group differences can
manifest in generalizability of scores, item or test performance (differential
item, bundle or test functioning), the underlying structures of scores (differential
factorial structure), strengths of relationship between the test and the criterion
measures (differential criterion-related validity), or score-based decisions (dif-
ferential utility) (Xi 2010).
Quantitative methods, although powerful in testing hypotheses, are limited in generating
new hypotheses and do not offer insights into processes (Bachman 1990). Qualitative
methods can reveal processes and strategies used by examinees during assessment, i.e.,
whether intended abilities and knowledge are engaged by examinees or whether any
factors compromise score-based interpretations and decisions.

Self-Report Data on Processes
Green (1997) discussed ways verbal protocols can contribute to language test
validation. In cases when concurrent verbal protocols are not possible, such as
with speaking tasks, stimulated recall (Gass and Mackey 2000) and retrospective
interviews have been used to explore processes and strategies involved in complet-
ing language tasks.

Generally, self-report data on processes can help answer the following validity
questions (Green 1997): Does the test engage the abilities it intends to assess?
Do specific construct-relevant or irrelevant task characteristics influence perfor-
mance? Which task types are more effective measures of the intended skills? Do
different tests that are assumed to measure the same skills actually do so?

Analysis of Test Language
Conversation and other discourse-based analyses of test language also reveal test-
taking processes and strategies, although less directly than self-report data. In
addition, analysis of the discourse of interaction-based tests, such as oral interviews,
can inform the nature and construct of such test instruments and reveal potential
construct-irrelevant factors.

Lazaraton (2002) provided a comprehensive review of studies that employ
conversation analysis in language testing. Some examined the conversational fea-
tures of oral interview discourse to inform understanding of the nature of the
interaction as compared to that of real-life interactions. Others looked at interlocutor
and candidate behavior in oral interviews and the influence of variation in interloc-
utor behavior on candidate performance.

Other discourse-based analytic techniques including rhetorical analysis, func-
tional analysis, structural analysis, and linguistic analysis have been used to examine
whether the distinguishing features of candidate language reflect test specifications
and scoring criteria, whether oral interviews and semi-direct tests are comparable
(Lazaraton 2002), or whether scores assigned by raters reflect qualitative differences
revealed by discourse analysis (Cumming 1997).
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Questionnaires and Interviews
Questionnaires have been frequently used to explore test-taking processes and
strategies and to elicit examinees’ reactions to test tasks and the whole tests.
Interviews have been used alone or in conjunction with verbal protocols of test-
taking processes to follow up on interesting points (Plakans and Gebril 2012).

Observation
Observational data on test-taking processes are usually combined with posttest
interviews to reveal processes or strategies engaged by test takers or examine
whether the structure of a test or process of test-taking introduces any bias. For
example, O’Loughlin (2001) used observation followed up by interviews with
test takers to examine the quality of the interaction between the candidate and
interlocutor and identify potential bias in the way the oral interview was
conducted.

Logical Analysis of Test Tasks
This kind of analysis usually involves judgmental analysis of the skills and processes
required by test tasks (Grotjahn 1986). Although experts may experience difficulty
judging what an item measures, their judgmental analyses support the generation of
hypotheses that can subsequently be tested by experimental or introspective studies.
Logical analysis has also been used to interpret factors or to understand performance
differences across groups or experimental conditions.

Extrapolation: Linking Universe Scores to Interpretations

The extrapolation inference requires empirical evidence that test scores are highly
correlated with scores on criterion measures. Criterion measures could be other test
measures or nontest measures such as real-world language production tasks.

The relationships between tests and criterion measures are usually investigated
with straightforward correlational analyses. However, selection of criterion measures
that are valid indicators of performance in the domain and the reliability of them are
two major issues that need to be addressed.

Utilization: Linking Interpretations to Uses

Score-based decisions and test consequences presume and build on sound score-
based interpretations. The utilization inference rests on several more assumptions:
the score and other information provided to users are useful and sufficient, decision-
making processes are appropriate, and no negative consequences are incurred as a
result of the assessment process. The relevant methods are those that examine score
reports and other materials communicated to users, the decision-making processes,
and consequences of test use.
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Score Reporting Practices and Other Materials Provided to Users
Score reports and supplementary materials provided to score users are the only
information that they base their decisions on. Therefore, care should be taken to
ensure that they are useful and sufficient for decision-making. The relevant research
questions are: If a composite score is reported, are the constructs measured by the
components in the composite similar enough to justify aggregating the scores? Are
subscores distinct and reliable enough to warrant reporting them separately? Do the
subscores and/or composite scores support intended decisions? Factor analyses,
generalizability studies, and subscore analyses have been conducted to address
these questions (Sawaki and Sinharay 2013; Xi and Mollaun 2006). If diagnostic
feedback is reported, can information about learners’ strengths and weaknesses be
extracted from test performance data accurately and reliably? This has been explored
by applying cognitive diagnostic psychometric models to learner test item response
data (Jang 2009). Moreover, the appropriateness of test performance feedback needs
to be verified from stakeholders’ perspectives. Interviews have been employed alone
or in combination with other methods to examine stakeholders’ perceptions and
understanding of test performance feedback (Jang 2009).

Decision-Making Processes
Decisions based on selection, placement, or licensure test scores usually involve
setting the cut scores for minimal requirements. Although score-based interpreta-
tions may well be valid for the intended decision, inappropriate cut score models, or
cut score requirements may lead to inappropriate decisions, thus compromising the
utility of the test scores serving their intended purposes. Appropriate cut scores have
been established based on collective judgments of a wide range of stakeholders
(Sawaki and Xi 2005) or test takers’ score data (Stansfield and Hewitt 2005).

Consequences of Using the Assessment and Making Intended Decisions
Empirical research on consequences of language tests has mostly focused on
washback, the impact of language tests on teaching and learning. Since the landmark
Sri Lankan impact study (Wall and Alderson 1993), washback research has
blossomed. Both theoretical frameworks and methodologies including interviews,
surveys, classroom observations, and focus groups to investigate washback have
emerged (see Alderson and Banerjee 2001, for a review).

Problems, Difficulties, and Future Directions

In the past decade, the language testing field has advanced significantly in theoretical
reformulations and expansions of the argument-based approach to validation. We
have also witnessed growing empirical efforts to integrate validity evidence into
a coherent argument to support a specific test use, rather than on a piecemeal basis.
In the coming decade, we expect to see continuing refinements of the theoretical
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approach to provide more useful guidance for and promote more rigorous conceptual
thinking in practical applications.

Although the argument-based approach has increasingly been embraced for
validating assessments used to make consequential decisions, endeavors to adapt it
for classroom assessment and other alternative assessments with a primary focus on
supporting teaching and learning have been questioned (Moss 2003; 2013). New
conceptual approaches to validation emerging for these alternative assessments (e.g.,
Poehner 2008) could benefit from more empirical verifications to make them
theoretically robust as well as practically useful.

We are in an exciting era when new conceptualizations and new technologies are
pushing the boundaries of the constructs of language tests. Construct expansions
have introduced new conceptual challenges and complexity in designing and vali-
dating new generations of language assessments.

Refining the Argument-Based Approach to Test Validation

Articulating a Clear, Coherent, and Complete Interpretive Argument
The argument-based approach offers exciting promise in guiding empirical valida-
tion research. However, applying this logical mechanism for prioritizing and orga-
nizing validation research without rigorous thinking can by no means get us as far as
intended.

For each assessment use context, the interpretive argument, the network of
inferences, and the pertinent assumptions must be adequately articulated through a
careful logical analysis of all aspects of the assessment process. A selective argument
driven by availability of resources and tendency to collect evidence likely to support
a preferred interpretation may very likely have weak assumptions or even more
seriously, weak hidden assumptions that are not even articulated in the argument
(Kane 1992). The omission of weak assumptions in an interpretive argument in turn
offers validation researchers the convenience to focus on confirming evidence in
support of validity, while placing less emphasis, or ignoring potentially
disconfirming evidence. This contradicts the very principles of the argument-based
approach. Using an argument-based approach can by no means gloss over sloppiness
in the validation efforts, or even worse, disguise attempts to cover the loopholes or
weaknesses in an argument.

Articulating Elaborated Interpretive Arguments for Typical Test Uses
The network of inferences has been fairly well developed for language tests
(Bachman and Palmer 2010; Chapelle et al. 2008). However, a one-size-fits-all
argument is not going to work for all assessment contexts and uses given that
different uses demand different validation priorities in terms of key inferences,
major assumptions associated with each inference that require backing, and types
of backing needed to support each assumption. Therefore, major argument-based
approaches such as Bachman and Palmer (2010) and Kane (2013) all provide
generalized argument structures while emphasizing the need for adapting them to
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specific test uses. However, as pointed out by Xi and Davis (2016), the level of
complexity and sophistication required for constructing tailored arguments for
specific uses may still discourage use among teachers and practitioners despite
attempts to make it more accessible (Bachman and Palmer 2010). In addition, in
the absence of a “common yardstick” for a specific assessment use (Xi and Davis
2016), it would be challenging to evaluate the completeness, coherence, and plau-
sibility of a specific argument since the construction and evaluation of local argu-
ments would be at the disposal of validation researchers and practitioners.

Bachman and Palmer (2010) have begun articulating assumptions in a general-
ized argument for assessment use; however, a particular challenge for the field is to
build on these generalized assumptions and adapt them to specific assessment uses.
Xi and Davis (2016) argued for developing use-specific arguments for typical test
uses (e.g., admissions, licensure, placement) that specify the key validity inferences,
assumptions, and types of backing needed and codifying these argument structures
as part of language testing professional standards. These more nuanced, use-specific
argument structures (e.g., Chapelle et al. 2008; Chapelle and Voss 2013) provide
more useful guidance for practitioners to articulate and evaluate validity arguments
in a specific testing context.

Validity Research Paradigms for Different Types of Assessments

We are seeing increasing applications of the argument-based approach to the vali-
dation of language tests (Chapelle et al. 2008). However, issues have been raised
regarding the fit of this approach for classroom-based assessment (Moss 2003) and
for local use of standardized assessments (Moss 2013). The argument-based
approach to validation may be better suited for assessment contexts where the
priority is to provide useful information for score users to make decisions that
have medium to heavy consequences on test takers and other stakeholders, and
new validation perspectives and paradigms are needed for classroom assessments
(Moss 2003) and other alternative assessments such as diagnostic assessment,
dynamic assessment, and stealth assessment, for which the emphasis is on
supporting learning and teaching. Diagnostic assessment focuses on the diagnosis
of learner strengths and weaknesses to guide teaching and learning. Dynamic
assessment attempts to make inferences about the skills that a learner possesses
and his/her growth potential (Poehner 2008). Stealth assessment refers to assessment
embedded in a gaming environment (Shute and Ventura 2013).

In the argument-based approach, the primary focus is on the interpretation
and use of an assessment rather than the local context of use, and the problems
and questions that are directly relevant to that particular context (Moss et al. 2006;
Moss 2013). Validity evaluation approaches advocated by Norris (2008) and Shep-
herd (1993) promote a central focus on specific uses and contexts of assessment, in
which validity investigations most relevant to test users are prioritized, and test users
and stakeholders are closely involved in the evaluation process and use of the
assessment results.
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With regard to diagnostic, dynamic assessment and stealth assessment, although
some work has been done to both conceptualize key validity issues and validation
approaches and apply them to actual assessments (Poehner 2008, Shute and Ventura
2013), much of it is still developing and will take some time to mature and provide
useful guidance for validation researchers.

Pushing the Boundaries of Traditional Language Constructs
and Validation Issues

The constructs of language tests have become increasingly more complex and may
go beyond what has traditionally been defined. Such complexity in defining test
constructs has been introduced by the trend towards tests of English for specific
purposes, an increasing attention to English as a lingua franca (ELF) in designing
second/foreign language tests, and the growing use of computers and multimedia
technologies in communication. It is particularly challenging to define constructs for
tests of English for specific purposes such as oral communication tests for interna-
tional teaching assistants, where language skills are closely intertwined with aware-
ness of social-cultural norms in the target classroom context, teaching skills, and
content knowledge. In addition, as pointed out by McNamara (2014), the recent
surge of interest in the nature and role of ELF could fundamentally change the ways
in which we define communicative language ability as the target construct as well as
design and validate language assessments. As technology-enhanced assessments
have been on the rise, however, debates continue as to whether computer literary
and digital information literacy skills (e.g., keyboarding skills) should be considered
an integral component of the new construct of technology-mediated communication,
feature into the construct definition for second/foreign language tests in a limited
way, or as a source of construct-irrelevant variance.

These potential expansions of second/foreign language test constructs present
both challenges and opportunities for us to redefine the constructs of language tests
and design validation research in light of the expanded constructs.
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Qualitative Methods of Validation

Anne Lazaraton

Abstract
It is not surprising that there are continuing tensions between the disciplinary
research paradigms in which language testers situate themselves: psychometrics,
which, by definition, involves the objective measurement of psychological traits,
processes, and abilities and is based on the analysis of sophisticated, quantitative
data, and applied linguistics, where the study of language in use, and especially
the construction of discourse, often demands a more interpretive, qualitative
approach to the research process. This chapter looks at qualitative research
techniques that are increasingly popular choices for designing, revising, and
validating performance tests – those in which test takers write or speak, the latter
of which is the primary focus of this chapter. It traces the history of qualitative
research in language testing from 1990 to the present and describes some of the
main findings about face-to-face speaking tests that have emerged from this
scholarship. Several recent qualitative research papers on speaking tests are
summarized, followed by an examination of three mixed methods studies,
where both qualitative and quantitative techniques are carefully and consciously
mixed in order to further elucidate findings that could not be derived from either
method alone. I conclude by considering challenges facing qualitative language
testing researchers, especially in terms of explicating research designs and deter-
mining appropriate evaluative criteria, and speculating on areas for future
research, including studies that tap other methodological approaches such as
critical language testing and ethnography and that shed light on World Englishes
(WEs) and the Common European Framework of Reference (CEFR).
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Introduction

In a recent position paper, McNamara (2011) claimed that “the distinctive charac-
ter of language testing lies in its combination of two primary fields of expertise:
applied linguistics and measurement” (p. 435). He further noted that language
testers come to the discipline from one of two homes (rarely both): psychometrics
and statistics, or applied linguistics, in which a major intellectual preoccupation is
the various facets of language in use. Seen in this way, it is not surprising that
there are continuing tensions between the research paradigms in which with these
disciplines are situated. Psychometrics, by definition, involves the objective mea-
surement of psychological traits, processes, and abilities and most often employs
sophisticated, quantitative data collection, analysis, and interpretations. In contrast,
the study of language in use, and especially the construction of discourse, often
demands a more interpretive, qualitative approach to the research process. While
language assessment research remains primarily a quantitative endeavor focused
on product (i.e., scores), an important methodological development over the
25 years has been the appearance of qualitative research methodologies to assist
in language test design, revision, and validation. This is especially so for perfor-
mance testing, in which test takers speak and/or write; qualitative research tech-
niques have become more prominent in the discipline in order to understand the
processes and manifestations of language use in assessment, particularly tests of
oral proficiency. In this chapter I trace major historical developments in qualitative
language testing research, consider several research traditions that have been
employed in such research, analyze a number of published studies that adopt
these techniques, problematize the qualitative research endeavor in language
testing, and look ahead to its future.
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Early Developments

As reported in Lazaraton (2008), from a methodological standpoint, two periods of
language testing research characterize the field: pre-1990, when almost all scholar-
ship employed a positivistic, outcome-based framework, and post-1990, after which
a great deal of attention was directed to understanding the processes of performance
testing. The dividing line between these periods emerged with the publication of Leo
van Lier’s (1989) seminal paper, in which he questioned the assumed but untested
premise that the discourse produced in face-to-face, direct speaking tests involving
interlocutors and test takers is, essentially, “natural conversation.” He urged the
language testing community to investigate not only the construct of oral proficiency
but also the processes that underlie its demonstration. A second paper by applied
linguists Jacoby and Ochs (1995) explored “co-construction,” defined as “the joint
creative of a form, interpretation, stance, action, activity, identity institution, skill,
ideology, emotion, or other culturally meaningful reality” (p. 171). In response to
their description of co-construction and van Lier’s call for research on speaking test
discourse, language testing researchers have undertaken numerous empirical studies
that investigate many aspects of oral (and to a lesser extent, written) proficiency
assessment.

Using qualitative discourse analytic techniques (discussed in the next section),
several books published around the turn of the century investigated the nature of oral
testing talk by the interviewer, the test taker, and, most notably, in the interviewer
and the test candidate’s “co-constructed” discourse (Lazaraton 2002). From this (and
other) earlier work, we have learned that:

• Interviewers, through their talk and behavior (such as supplying answers, sim-
plifying task directions, completing or correcting test taker responses, and
rephrasing questions), bring unpredictability into the encounter, thus threatening
test reliability.

• Test takers do not always produce the sorts of language or use it in ways that the
test developers predict intuitively in test design.

• As a genre, language assessment interviews do “share features with conversations
[but] they are still characteristically instances of interviews of a distinctive kind
for the participants (Lazaraton 2002, p. 15).

• Pair and group orals, where test takers talk with one or more other test takers
(instead of or addition to engaging with the interviewer), have gained popularity
for several reasons: they approximate pair and group class activities; the power
differential between interviewers and test takers is reduced; and a broader range
of speech functions are displayed in peer talk when compared to interviewer-test
taker talk.

• Pair and group test talk has been shown to be influenced by gender, personality,
proficiency, and acquaintanceship, but the relationship between these variables,
discourse produced, and outcome test scores is still not well understood.
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In reaction to and with the help of these findings, testing organizations such as
Cambridge English (www.cambridgeesol.org) instituted various refinements to their
speaking tests, including the development and use of an “interlocutor frame” – an
interview agenda – to guide the interviewer and the revision of rating scale descrip-
tors to more accurately reflect the nature of test taker discourse and speech functions
produced (see Taylor and Galaczi 2011 on other ways that Cambridge English has
engaged in a continuous validation process for its oral assessments).

These efforts are part of an ongoing effort to keep the concept of validity and the
process of validation front and center in language assessment research. According to
Kane (2012), validation boils down to two questions: “What is being claimed? Are
these claims warranted?” based on the evidence provided (p. 4). In a traditional
sense, validity claims made by language testers are based on evidence that the
assessments they design and use present a true picture of the construct being
measured – for example, interactive communication or extended discourse – a task
for which qualitative research techniques are ideally suited. On the other hand, an
“argument-based” validation approach requires “specification of the proposed inter-
pretations and uses of test scores and the evaluating of the plausibility of the
proposed interpretative argument” (Kane, p. 3). A more detailed explication of
validation is beyond the scope of this chapter; suffice it to say that “validation is
simple in principle, but difficult in practice” (Kane, p. 15). The authors of the studies
summarized below utilize qualitative research methods to grapple with test valida-
tion concerns for assessment interpretation and use.

Major Contributions

In this section, I first provide background on the most widely used qualitative
approach to understanding the process and outcomes of oral testing, namely, dis-
course analysis, followed by summaries of three recent studies that illustrate some
current research in this area. Next, I overview a second qualitative research meth-
odology that some language testers have utilized, introspective methods. Finally, I
consider the principles of mixed methods research, a methodological choice that is
increasingly prevalent in language assessment (LA) scholarship.

Discourse Analysis

The most widely used qualitative approach to understanding the output of oral
performance testing is discourse analysis, which traces its roots to various disciplines
– primarily anthropology, linguistics, philosophy, psychology, and sociology – and
can be construed broadly as an endeavor with several defining characteristics.
Generally speaking, discourse analysis:

• Relies on careful transcription of authentic spoken discourse, a laborious yet
fruitful part of the research process
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• Accounts for and responds to the importance of context, in its broadest sense
• Produces a rich, deep analysis based on intensive engagement with the data
• Reflects one or more theories of language in use, such as accommodation theory

and conversation analysis (CA)

Briefly (but see, e.g., Sidnell and Stivers 2013), conversation analysis investigates
instances of “talk in interaction” about which the analyst is ideally agnostic at the
outset of an investigation. The unit of analysis is the speaker turn, a central analytic
construct that drives the careful transcription of the discourse to be studied. As
phenomena emerge as interesting, the researcher will focus on collecting single cases
that demonstrate the phenomena as well as deviant cases that should, but don’t
(or that do, but shouldn’t). CA is insistent that assertions about participants’ back-
grounds, gender, and other demographic factors not be assumed as automatically
relevant to the discourse being analyzed; the researcher must show how various
identities are (co-) constructed, displayed, or withdrawn at a particular point in the
talk. Finally, in its pure form, CA resists coding and counting data because the focus
is that of a microscope looking at a single case rather than a telescope that captures
phenomena at an aggregate level. Nevertheless, in subsequent sections I detail some
recent research where CA data are tagged and coded in order to define and delineate
constructs or to test them psychometrically. First, however, I summarize three
qualitative studies that investigate facets of test discourse in face-to-face speaking
tests involving one interviewer and one or more test takers.

The research of Gan (2010) and Luk (2010) centers on the production of test taker
talk in group and pair orals. Gan (2010) investigated the nature of speaking test
performance in higher- and lower-proficiency test taker groups in his case study of a
school-based oral assessment in Hong Kong. Gan was interested in detailing the
interactional features that characterized the discussions of two small groups of four
secondary-level English as a foreign language (EFL) students. Gan’s data consisted
of fine-grained transcriptions of group discourse analyzed according to CA princi-
ples, which involved a line-by-line, sequential analysis of extended discourse. His
findings revealed that the higher-proficiency group produced collaborative talk that
was both “constructive and contingent”: participants jointly built “opportunities for
substantive conversation and genuine communication” (p. 585) with other group
members in managing the conversational floor and engaging with their peer’s ideas.
On the other hand, the lower-proficiency group demonstrated less engagement with
each other’s ideas and more interactional work devoted to creating and maintaining a
helpful, non-threatening discourse environment. The linguistic issues that arose in
these discussions served as the basis for collaborative dialogue and assistance, but
overall, their talk did not show the “contingent development of topic talk” (p. 585)
that characterized the higher-proficiency group. Gan concluded that this sort of
research, which focuses on the social, interactive nature of face-to-face speaking
test performance, is crucial for making a validity argument about the particular
assessment.

Luk’s (2010) report on a group oral assessment in Hong Kong considered a
different factor, that of impression management, which she defined as “a social
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psychological notion that describes the process through which people consciously or
unconsciously try to control the impression other people form of them so as to
achieve a certain goal” (p. 27). In a very comprehensive methods of analysis section,
Luk characterizes her research as “applied CA,” where discourse analytic findings
are supplemented with information from questionnaires and interviews. In her
school-based assessment (SBA), 11 groups of four female secondary school students
engaged in discussions about a text they read or a film they watched based on
teacher-constructed task prompts; the classroom teacher and six students were also
interviewed about their experiences. All participants also completed a questionnaire.
Her findings fell into three thematic categories, including task management, content
delivery, and “converging speech acts” in which conversational sequences are
constructed (such as question-answer). Luk found the interactions were character-
ized by highly ritualized openings and closings, orderly turn taking, negotiation of
meaning avoidance, and responses to fill dead air, among other features. In the end,
Luk observed a “strong desire on the part of the students to maintain the impression
of effective interlocutors for scoring purposes rather than for authentic communica-
tion” (p. 25). That is, participants’ interactions were performative and, at times, even
“collusive,” where test takers rehearsed their responses beforehand. She suggests
that test designers reexamine the validity of group oral assessment when test takers
only speak with each other because of the possibility of planned performances.

One of the most intriguing recent papers on oral language assessment is Norton’s
(2013) research on speaking test talk that goes beyond previous work on the test
participants to include a third, largely unexplored factor: the presence of an inter-
locutor frame and various testing materials. Norton employs the post-structuralist
concepts of intertextuality and interdiscursivity to analyze speaking test data from
two Cambridge English exams, the First Certificate of English (FCE) and the
Certificate of Advanced English (CAE). Her goal was to understand the identities
that speaking test participants construct by means of talking with another person and
dealing with interlocutor frames and other test materials while also accounting for
“the myriad of other ‘voices’” present in these interactions, such as test designers
who develop the assessment (p. 309). As such, her paper represents a critique of
some current testing practices that were employed as solutions to problems raised in
earlier investigations.

For example, past work has shown that the interviewer can be a positive, neutral,
or negative factor in the discourse test takers produce; certain interviewer practices
may lead to unreliable outcomes. As a result, testing agencies such as Cambridge
English instituted a set of interlocutor frames that dictate what interviewers can say,
so that “unscripted questions or comments should always be kept to the absolute
minimum” (UCLES, 1996; as cited in Norton, p. 316). Comparing the written form
of the interlocutor frame with the actual talk interviewers produced, Norton found
their discourse contained “numerous deviations” from the dictated format. By
including this additional, unscripted material, interviewers displayed a sort of
“hybrid identity” of both teacher and examiner because “certain interviewers find
it difficult to identify themselves as institutionalized, unindividuated, noninteractive
subjects” (p. 316).
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A further problem arose with test taker discourse: when candidates are told to say
as much as they can in a set period of time, unless they are test savvy, they may
confuse the need to produce a ratable sample of language with their need to be
truthful. This makes it difficult to distinguish “cannot talk” vs. “will not talk”
candidates who respond truthfully rather performatively by engaging verbal behav-
iors that may be appropriate in conversation but are detrimental to ratings of test talk.
Norton’s evidence strongly suggests that task design itself is implicated in
co-construction of performance and must be accounted for as such; she concludes
that it is “intrinsically problematic . . . to impose such a framework to elicit language
for assessment purposes when the framework itself may limit participation in
speaking tests in ways which cannot be easily predicted” (p. 325). She recommends
that testing organizations ensure that all candidates understand assessment criteria,
including the desirability of initiating topics and expanding on answers to produce a
sufficient sample of language for rating purposes.

Introspective Techniques

While these discourse analytic studies looked at the language produced in the
speaking test context, another qualitative research has explored the cognitive pro-
cesses in which raters engage when assessing language production in performance
tests. Often this work utilizes introspective methods, which aim to generate usable
data on cognition during or after a particular task. Sasaki (2014; see also Green 1998)
describes such techniques, including think-alouds, where participants articulate their
thoughts while engaged in a task, and after-the-fact recalls which can be stimulated
with a memory aid or collected alone. Sasaki contends that analyses of these verbal
protocols are ideal for complementing, rather than merely supplementing, more
quantitative analytic techniques. In other words, such inquiry “can also contribute
to knowledge accumulation in the LA [language assessment] field by adding a
harvest of studies with nonpositivist perspectives that are quite different from
those that have hitherto prevailed in the field” (p. 16).

Three such studies are illustrative. In research looking at how oral proficiency
ratings may be influenced by rater accent familiarity, defined as “gained through
having learned the first language (L1) of the test takers as an L2 in the past” (p. 770),
Winke and Gass (2013) asked 26 trained raters to assess Internet-based Test of
English as a Foreign Language (TOEFL) speaking test samples and then reflect on
their rating processes. The raters, who were native speakers (NS) of Chinese,
Korean, or Spanish, engaged in 20–30 min stimulated recalls while viewing their
rating sessions. The authors analyzed the recalls using an analytic inductive
approach, which generated a total of eight themes, three of which were related
accent familiarity: the test takers’ L1, the test takers’ accent, and the raters’ heritage
status. They concluded that “although sensitivity to test-taker accents seemed to
occur naturally in the rating process, findings suggest that when raters have learned
or know, to varying degrees, the test takers’ L1, they tend to orient themselves to the
speech in a biased way, compromising test reliability” (p. 762).
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Rater thought processes were also analyzed by May (2011), who employed
stimulated verbal recalls to understand the interactional features that were salient
to raters of 12 paired speaking tests. Along with rater notes and data from rater
discussions, her analysis indicated that a number of features were noticed, including
interpreting and responding to another’s message, working together, and adding to
the authentic interaction taking place. May’s concern was that it is difficult to
evaluate an individual’s performance in a co-constructed interaction; as a result,
paired orals are not necessarily a panacea to the problems encountered in more
traditional interviewer-test taker assessments. In other words, pair and group oral
assessments have potential validity problems of their own.

Finally, rater cognition is also of interest in writing assessment. Li and He (2015)
utilized primarily qualitative, introspective methods in their study of an analytic and
a holistic scale used by nine raters of ten essays produced for the Chinese College
English Test. The authors focused on how the rating scale type appeared to influence
rating strategies and the textual features focused on by raters. Li and He used think-
aloud protocols, questionnaires, and semi-structured interviews to collect their data.
They found that holistic scales led to more interpretation strategies; judgment
strategies were more prevalent with the analytic scale. Overall, the authors suggest
that holistic scales force raters to focus on more limited set of text features and to
adopt essay comparisons strategies. Additionally, the lack of detailed descriptors in
the holistic scale led to rater difficulties in defining and assessing the construct,
leading to less reliable and valid scoring.

Work in Progress

A more recent scholarly trend, increasingly apparent in the last 10 years, is the
emergence of mixed methods research (MMR) in language assessment. MMR
involves the conscious, principled mixing of quantitative and qualitative methodol-
ogies and analyses, and in language assessment, to arrive at a more comprehensive
understanding of performance test factors in test talk, rater cognition, and the
perspectives and beliefs of test stakeholders. The roots of MMR can be traced to
the concept of “triangulation” in qualitative research (see Creswell 2014, an essential
source on MMR); as a research strategy, triangulation involves one or more of the
following: obtaining multiple sources of data, including multiple groups of partic-
ipants, and employing multiple research techniques. According to Turner (2014), a
basic premise of MMR is that qualitative and quantitative researches are not incom-
patible, but complementary in their strengths and weaknesses. Although mixing
methods has been going on for a long time, it wasn’t until around 2003 when a set of
guiding principles started to take shape. Nevertheless, despite “increasing evidence
of [LT] research employing both qualitative and quantitative approaches, [but]
specific articulation of employing an MMR is still rare” (Turner 2014, p. 4). Both
Turner and Brown (2014a) articulate various design types for MMR, each of which
is a permutation of temporal elements – concurrent and sequential – in terms of data
collection and analysis and of research goals as exploratory or explanatory.
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However, different authors array these factors using sometimes dissimilar vocabu-
lary, so it is not always a simple manner to compare research designs in the absence
of informative visuals, as the two studies described below include.

One of the first published MMR research papers in language testing is Kim’s
(2009) examination of the differences in proficiency judgments between native
speaker and nonnative speaker (NNS) teachers of English. The impetus for his
research was that previous quantitative analyses of rater behavior and English
language background were not sufficiently fine-grained. A total 12 Canadian and
12 Korean teachers of English rated semi-direct speech samples (where test takers
speak into a recorder rather than with a person) from ten college-level English as a
second language (ESL) students performing a total of eight speaking tasks. Rater
behavior was analyzed using multifaceted Rasch; rater comments on student perfor-
mance were analyzed qualitatively. Teacher comments were open coded, resulting in
19 recurring criteria. Kim’s findings indicated that both groups of teachers showed
good internal consistency in their ratings and a similar harshness pattern. It was in
the comments about evaluative criteria where the rater groups exhibited notable
differences. The Canadian teachers produced a larger number of comments, and they
were more detailed and elaborate than those from the Korean teachers, although both
groups were most concerned with vocabulary, pronunciation, and overall language
use. Kim cautiously interprets his findings regarding the qualitative differences he
detected, hypothesizing that nonnative speakers (NNS) aren’t always trained to
assess details of performance and may come from different evaluation cultures. In
any case, what is most notable is the degree to which Kim carefully explains his
research design, sampling, and analytic techniques using accessible terminology and
provides a very helpful diagram of the research procedures.

Youn (2015) is a second exemplary inquiry employing mixed methods to develop
a validity argument for assessing second language (L2) pragmatics. His research
used discourse data from open role-plays to inform task design and rating criteria
development and also analyzed rater performance with FACETS. A total of 102 stu-
dents and four native speakers engaged in role-plays, discourse from which was
transcribed and analyzed using CA methods in order to “back[ing the] valid task
design and sound rating criteria assumptions” (p. 203). Five “interaction-sensitive,
data-driven” rating criteria were derived from this analysis: contents delivery,
language use, sensitivity to situation, engaging with interaction, and turn organiza-
tion, each of which Youn illustrates with a relevant data fragment that depicts how
the rating criteria were derived. In Youn’s words, “the CA findings helped examine a
degree of authenticity and standardization of the elicited performances along with
detailed descriptions for rating criteria” (p. 203); “the mixed methods generated
convincing backing for the underlying assumptions of the evaluation inferences”
(p. 218). Like Kim’s work described above, Youn presents two informative diagrams
and figures: the first represents the evaluation inference schematically, and the
second depicts the study design.

Finally, mixed methods were also used by Zhao (2013) to develop and validate
rubric for measuring authorial voice in L2 writing. Four raters assessed authorial
voice in 200 TOEFL iBT writing samples using a preliminary rubric containing
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11 features rated on a 0–4-point scale. In the development phase, the author used
principal components analysis of the resulting ratings to generate a set of construct
dimensions to inform the creation of the scoring rubric. She also collected and
analyzed think-aloud protocols and interview data “to supplement the quantitative
analysis and provide additional evidence on rubric reliability, applicability, and
construct validity” (p. 205). The qualitative data were then used to create the final
authorial voice rubric used in the validation phase of the study. Her findings
indicated that both the quantitative and qualitative data supported a three-
dimensional conceptualization of voice. Zhao concludes that a rater’s thoughts and
feelings about the overall quality of voice in a writing sample are less a matter of the
quantity of individual voice elements in the text; more meaningful to raters is how
they are used.

As promising as mixed methods research appears to be for language assessment,
there are challenges associated with the approach that testers must consider.

Problems and Difficulties

There are indeed unique concerns in MMR research that must be accounted for. For
one, it is not always clear how research questions should be formulated and ordered
or prioritized: Separately? Sequentially? Overarching? And what is sampling pro-
cess? How should MMR be evaluated? And who has the expertise to engage in both
qualitative and quantitative researches (Turner 2014, pp. 10–11)? In any case, as
language assessment research designs have become more complex, it is even more
important for scholars to include visuals that represent a sometimes nonlinear
research process; this requirement should be taken more seriously in presenting
and publishing MMR research.

Along with the inclusion of schematics and visuals, it is essential for researchers
to explicate clearly the framework being employed. Triangulation as a research
strategy is a very good one, but simply including multiple methods in an investiga-
tion is not the same as engaging in rigorous mixed methods research. “MMR uses a
specific logic, especially the fundamental principle of MMR, i.e., ‘the research
should strategically combine qualitative and quantitative methods, approaches, and
concepts in a way that produces complementary, strengths and nonoverlapping
weaknesses’” (Johnson et al. 2007; as cited in Brown 2014a, p. 9; emphasis in
original). Brown astutely notes that “if the qualitative methods and quantitative
methods are simply used simultaneously or sequentially, with them not interacting
in any particular ways, the research might be more aptly labeled multimethod
research” (p. 9).

More broadly, evaluative criteria for qualitative and mixed methods language
testing research must be developed and/or refined. As a research community,
language testers have a long history of evaluating positivist, quantitative research
according to established criteria such as validity (the current intellectual preoccupa-
tion; see Kane 2012), reliability, replicability, and generalizability. We also have
some familiarity with their qualitative counterparts of dependability, credibility,
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confirmability, and transferability, but there is still misunderstanding of and debate
about how to weigh and describe these criteria – or if they are even the right criteria.
Enter mixed methods, an even more complicated endeavor. Brown (2014a) main-
tains that evaluative criteria for both quantitative and qualitative researches have
thematic parallels: consistency captures both reliability and dependability; validity
and credibility are both concerned with fidelity; meaningfulness characterizes gen-
eralizability and transferability; and verifiability subsumes both replicability and
confirmability (p. 119). While this heuristic is certainly helpful in setting out the
correspondences between quantitative and qualitative research, it is uncertain how,
and to what degree, language testers understand these meta-concepts, much less the
central and complex issue of validity in mixed research, “legitimation,” which “is to
MMR what validity is to quantitative research and credibility is to qualitative
research” (Brown 2014a, pp. 127–128).

Future Directions

One area that continues to be fertile ground for language assessment research is in
understanding the consequential validity of language tests. Surprisingly, impact
studies of “their uses, effectiveness, and consequences” (Shohamy 2001, p. xvi)
are not plentiful (but see, e.g., some of the papers in Shohamy and McNamara 2009;
and O’Loughlin 2011, on the use and interpretation of IELTS scores in university
admissions). Should critical language testing (CLT) be considered one type of
qualitative research? It seems clear that a positivist paradigm, where objectivity
and generalizability are valued goals, is not really consistent with the subjective,
“lived” experiences that CLT would tap. Shohamy (2001) claims that numbers are
symbols of “objectivity, rationalism, . . . control, legitimacy and truth” (p. x) and
their power lies in the fact that they can be challenged only by using different
numbers to counteract them; testers “own” the numbers. From this perspective,
CLT and quantitative inquiry may well be incommensurable, but this position is
unsupported by evidence and is only personal conjecture at this point.

Other research approaches, such as ethnography, are ideal for shedding light on
classroom-based assessment (CBA) practices. For example, Hill and McNamara’s
(2012) ethnography of one primary and one secondary Indonesian as a foreign
language classroom in Australia focused on assessment processes, especially in
terms of the evidential, interpretive, and use dimensions and scope of CBA. The
authors collected and analyzed “a diverse range of data” that established the pro-
cesses in which classroom teachers engage, the materials from which they gained
assessment information, and their views on language learning and assessment. Their
data also shed some light on assessment from the learners’ perspectives. A different
sort of classroom was the locus for an ethnographic study by Tsagari (2012), who
examined First Certificate in English (FCE) test preparation courses in Cyprus with
the aim of explicating the “details of teachers’ instructional behaviors and . . .
descriptions of classroom practices” (p. 37) in order to understand the potential
washback of the courses. Fifteen classroom lessons totaling 24 h of observation data
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across three schools along with other supplementary information were analyzed and
then presented as data fragments. Tsagari’s findings point to both positive and
negative washbacks in the FCE test preparation classes. The amount of work
dedicated to reading, listening, speaking, and writing was seen as positive impact,
while the reading test format, the limited genre writing, and test-wise listening
strategies narrowed the authenticity and applicability of the strategic practice in
which students engaged.

Additionally, although there has been frequent talk about the role of World
Englishes (WEs) in language assessment (see Brown 2014b), to date there is not
much empirical inquiry that takes up WEs in a systematic way. Harding (2014)
suggests that a “guiding principle of new research on the communicative compe-
tence construct must be a focus on “adaptability” . . .to deal with different varieties of
English, appropriate pragmatics, and fluid communication practices of digital envi-
ronments” (p. 194). In the global English context, Harding argues that the research
agenda must include “the development and validation of language tests that specif-
ically assess a test-taker’s ability to deal with diverse, and potentially unfamiliar
varieties of English. These tests would use as their basis a different range of skills
and abilities including: ability to tolerate different varieties of English” (p. 194). He
notes that paired and/or group speaking assessments, which may require lingua
franca interaction, could provide such evidence; “discourse data yielded from tasks
of this kind (complemented by stimulated recall performed by test-takers) could be
analyzed with a view to locating points at which these abilities are tapped in these
interactions” (p. 195).

One final area where qualitative research is underrepresented relates to the
Common European Framework of Reference (CEFR). McNamara (2014) points
out that while there are “a plethora of studies on applications of the CEFR in various
contexts. . . few of these studies are critical in any important sense. Most are
overwhelmingly and unquestionably technist and functionalist” (p. 228).

McNamara further criticizes much CEFR research because it fails to even men-
tion English as a Lingua Franca (ELF); more broadly, “the lack engagement with the
larger question of the role and function of the CEFR” (p. 229) is indicative of the lack
of engagement with larger sociopolitical issues that are endemic in language testing.
We can hope that such inquiry relies, at least in part, on qualitative research
techniques that hold much promise for delving more deeply into test impact and
consequences. If qualitative research techniques can be properly combined with
more traditional quantitative methodologies that lend themselves capturing the scope
of language assessment phenomena, all the better.

Cross-References

▶Critical Language Testing
▶Criteria for Evaluating Language Quality
▶Methods of Test Validation
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Training in Language Assessment
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Abstract
This chapter examines the major issues involved in providing appropriate training
and professional development for language instructors to improve their knowl-
edge and skills and make informed decisions throughout all aspects of the
assessment process. First, the chapter reviews the major approaches to conducting
language assessment within the context of educational policies and societal
beliefs over time. In reflecting on the changing contexts and approaches, the
chapter identifies the underlying philosophies of training in assessment and how
such philosophies align with approaches to both assessment practice and how
teachers have learned how to conduct assessment. The chapter also investigates
different approaches to training. Traditional language testing textbooks and their
content, as well as the recent increase in the availability of such textbooks, are
highlighted. The chapter then turns from traditional textbooks to traditional
professional development and addresses ways that such professional develop-
ment has changed, including the availability of distance learning and other online
resources, as well as how such approaches provide opportunities for innovation
and improved understanding of language assessment. Finally, the chapter
addresses the ongoing challenges in training for teacher professional develop-
ment, including lack of resources and frequent lack of agreement between
language testers and language teachers regarding the most essential topics for
teachers to understand in learning about, developing, selecting, and using lan-
guage assessments with their students.
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Introduction

This chapter updates and addresses some of the major issues in training language
instructors to make informed decisions in all aspects of the assessment process; in this
context, the “assessment process” refers to developing, scoring, interpreting, and
improving classroom-based assessments developed by language instructors as well
as selecting, interpreting, and sharing results of large-scale tests developed by profes-
sional testing organizations (Stoynoff and Chapelle 2005; Bachman and Palmer 1996).
Within the context of providing training in language assessment, this chapter explores
“language assessment literacy” (Taylor 2013; Inbar-Louie et al. 2013; Malone 2013;
Stiggins 1997; Stoynoff and Chapelle 2005; Boyles 2005), discusses expanded defi-
nitions of assessment literacy, and reviews the available resources for training in
language assessment, as well as work that still needs to be done.

As pressure for language instructors and educational institutions to provide
information on students’ progress has increased since the 1880s and skyrocketed
in the past decade (Llosa 2011; Brindley 1997), attention has focused on the testing
that takes place within the context of language teaching and learning. The 2001
passage of No Child Left Behind (NCLB) in the United States mandates annual
assessment of the English language proficiency of all English language learners
enrolled in elementary and secondary programs and emphasizes the need to track
and monitor student outcomes and progress in both English language and content
areas (Alicea 2005). Although Europe and other countries do not mandate the use of
the Common European Framework of Reference for Languages (CEFR), in that
member nations are not required to adopt it or its aligned tests, by emphasizing
language teaching and learning (Little 2012), the CEFR exerts great influence on the
teaching and assessment of language (Davies et al. 1999) in Europe and beyond, thus
demonstrating one way that language assessment has increased in importance in
many places in the world.
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Despite the growth of standards-based education, standards for teacher certifica-
tion, and an increase in tests administered, there is no clear framework of what is
required or even needed for language instructors to reliably and validly develop,
select, use, and interpret tests or the extent to which these standards are used for
classroom assessment (Llosa 2011). Therefore, the issue is how to identify the best
approaches for support and training for those who “have to do the real work of
language teaching” (Carroll 1991, p. 26) when they assess their students.

In addition to the practical and pedagogical concerns about teacher assessment
knowledge and skills, the political arena also influences how, when, and why
students are assessed. With the arrival of NCLB in the United States and the
CEFR in Europe and beyond, assessment of language learners’ progress has only
strengthened in political, practical, and pedagogical importance. This chapter exam-
ines how the underlying philosophies of training in assessment have changed over
time, in response to societal and educational changes in policy and practice. It also
examines how different approaches for training in language assessment, from
textbooks to distance learning, have altered such training. Finally, it examines
ongoing challenges and future directions for increasing the “assessment literacy”
of language instructors for the improvement of language learning and teaching.

Early Contributors

Like education, language assessment is a microcosm of what is happening in larger
society. This part of the chapter describes the three early periods of language testing
(1800s–1980s) and discusses how each period’s philosophies were reflected in
available assessment training. Spolsky (1977) has divided language testing from
the 1800s through the 1980s into three major periods: prescientific, psychometric,
and sociolinguistic.1 The prescientific approach, as practiced in the United States and
Europe, relied mainly on the judgments of instructors as they assessed a translation,
composition, or oral performance or another open-ended task presented to students.
The very term “prescientific” judges this approach “unscientific”; the lack of science
as applied to language testing during this period resulted in debates as to the
reliability of written and oral exams administered to large groups of students and
rated by different instructors. The literature does not reveal any systematized,
required training for instructors on how to develop the questions for these tests,
guidelines for rating the test results, or available training for the instructors in rating
the examination performances.2 As far back as 1888, debates ensued as to the
reliability of these written (or oral) exams, administered to large groups of students
and rated by different instructors with varying understanding of expected outcomes

1Spolsky (1981), Barnwell (1996), and others have alternative names for these periods; this paper
uses the original terms.
2While some large-scale tests for admittance to universities or professions included oversight by
committees, there is no evidence of such oversight for classroom assessment.
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(Spolsky 1995). Despite these criticisms, it is important to note that such exams,
including professional exams for admittance to, for example, the Indian Civil
Service Exam supplemented patronage for candidates to the civil service. In other
words, early language tests, though their developers and raters may have lacked
rigorous formal training in language assessment, were often viewed as a more
democratic means of admitting students to university and the workplace than simply
using personal connections (Spolsky 1995).

By contrast, the second period, termed as the psychometric period, emphasized
statistics and measurement and moved away from open-ended test questions to test
items focusing on discrete aspects of language, such as vocabulary, grammar,
pronunciation, and spelling. The format for testing also changed from the first to
the second period, while in the prescientific period, students may have responded to
prompts for a written essay or oral response and test items in the psychometric period
included more, but shorter, questions. It was at this time that item types such as
multiple choice, true/false, and similar short questions gained popularity in testing.
The popularity of this approach was thus reflected in course offerings at institutions
of higher education; Jonic (1968), as cited by Spolsky (1995), reports that, by 1920,
courses in educational measurement were being offered by most US state universi-
ties, although such educational measurement approaches had not yet spread to
language learning.

Therefore, the shift from fewer test items with long responses that took time to
score to more test items with short, easy to score test items, was underway. While this
new phase in language testing addressed some of the criticisms of the prescientific
phase, it introduced new challenges. Despite Jonic’s (1968) reference to the devel-
opment and availability of educational measurement courses, there is no indication
that such courses were uniformly required of teachers; therefore, the change was not
accompanied by a similar change in approach to language testing courses. During
this period, the work of testing and teaching was divided; testing organizations
developed large-scale tests to measure student progress, and teachers provided
instruction to students (Stoynoff and Chapelle 2005). Therefore, a gulf developed
between instructors and test developers.

By the 1970s, changes in society, educational measurement, and theories of
language learning resulted in a shift toward the sociolinguistic period.3 During this
period, the focus shifted from discrete-point testing toward tests to measure mean-
ingful communication (Ommagio 1986). A great deal of literature is devoted to how
language instructors should (and should not) be trained to assess according to
variations of this approach (Bachman and Savignon 1986; Lantolf and Frawley
1985). One of the most popular approaches to assessing communicative competence
during this period in the United States was the ACTFL Proficiency Guidelines, while
later in Europe, work began on what would become the Common European Frame-
work of Reference. By the early 1980s, training in various approaches to assessing

3Canale and Swain (1982) and others refer to this as “communicative competence” or “the
proficiency approach” (Barnwell 1996).
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communicative competence became available, and language instructors could seek
and receive training in various approaches. As this period in testing spread into the
1980s, educational reform in the United States and efforts by the Council of Europe
to reform language teaching prodded the sociolinguistic movement toward measur-
ing outcomes based on shared standards for language learning (Stoynoff and
Chapelle 2005).

However, the gap in skills held by teachers and test developers that developed
during the psychometric period tightened during the sociolinguistic period and
narrowed further with the introduction and incorporation of standards in the lan-
guage classroom. With the 1980s and 1990s, a new era of language testing, with
roots in the education reform movements in Europe and the United States, emerged.

Current Trends

Spolsky (1995) and others have described thoroughly the three early periods in
modern language testing. Following and overlapping the sociolinguistic period, the
literature shows an increased emphasis on authentic, performance (or outcomes-
based) assessment to reflect what students need to do with the language in real-life
settings (Wiggins 1994) as well as an increased importance on shared, common
standards with which to assess students. During this time, methods of collecting
information from students gained popularity, such as portfolios of student work and
student self-assessment, and increased emphasis on the authenticity of the task the
student was to perform with respect to language use in daily life (Moore 1994). In the
2000s, emphasis on testing, including language testing, has steadily increased. The
release of the CEFR in Europe and beyond and the passage of NCLB, as well as the
introduction of the Common Core State Standards Initiative in the United States,
have only magnified the importance of testing worldwide. The connection between
assessment, standards, and politics highlights the importance of training language
instructors so that they can adequately assess their students’ progress toward local,
national, and/or international goals and standards.

Major Contributors

Any history of language testing will readily name a number of influences on
language assessment; it is more difficult to pinpoint at what point changes in the
language testing arena begin to influence the pre- and in-service training of class-
room teachers because of the gradual nature of the change. The impetus for the three
periods described in the previous section began with primarily large-scale assess-
ments, such as admission to university and professions; the rate at which results and
lessons learned from large-scale assessments trickle down to instructors and into
preservice teacher texts is unclear and undocumented. This emphasis is reflected not
only in the volume of assessments available throughout the world but also in the
number of texts available for training instructors in assessment. Reviewing the three
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periods is important to contextualize how training for language assessment has
evolved over the past two centuries. During the prescientific period, the assessment
role fell largely on individual instructors, while during the psychometric period, test
development was largely in the hands of expert psychometricians, and thus language
teachers did not receive much, if any, training in language test development.
However, the sociolinguistic period represented a time when language teachers
began to become increasingly involved in language testing. The impact of the
sociolinguistic period is evidenced by the titles and content of texts developed on
language testing over a 40-year period. In this section, I will address two major
contributions to training in language assessment: traditional text-based materials and
technology-mediated materials and information that became available in the 1990s
and beyond.

Text-Based Materials

There are several ways to examine language testing textbooks, including length,
content, and quantity of available textbooks. Cohen (1994) references seven other
textbooks on language testing available at the time of printing and points out that
there were not as many available in the edition published 15 years earlier. This gap
shows the crux of the issue of training in language assessment; during the psycho-
metric period, “large-scale standardized instruments [were] prepared by professional
testing services to assist institutions in the selection, placement and evaluation of
students” (Harris 1969, p. 1), and the focus was on training professionals to develop
items for standardized tests rather than training language instructors to assess their
students. Examining the bibliographies of over 560 language testing texts, the author
initially selected ten published from 1967 to 2005 to contrast on page lengths and
number of citations listed in Google Scholar and then three more published or
revised from 2005 onward. Table 1 shows these results.

While this table includes only a very small sample of textbooks available in
language testing from the late 1960s until present, it shows differences and similar-
ities over time. For example, while Valette and Harris were contemporaries, the
lengths of their textbooks were different, and Valette had nearly four times as many
references as Harris. In 2005, Harris has twice as many citations on Google Scholar
as Valette; 10 years later, his Google Scholar citations dwarf hers. In addition to the
contrasts between specific texts, there are definite changes over time. First, text
length increased over time, as knowledge about language testing grew, and, simi-
larly, the number of references included in texts increased. It is also interesting to
note the contrast between the number of Google Scholar citations for each text in
2005 and 10 years later is remarkable. This growth first speaks to the increased
power of the Internet in general and Google Scholar in particular of tracking citations
and secondly shows how much more frequently all sources are cited even 10 years
later. Table 1 also shows how the numbers of pages and the number of references
have increased over time
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In preparing this chapter, the author examined over 100 language testing publi-
cations, including books, articles in peer-reviewed journals, and guidelines. In
addition to the gap between page length and number of citations that exists between
various texts, there is also a difference between earlier and later editions of texts, as

Table 1 Distinctions in page lengths and number of references in language testing books

Author/text
Date of
publication

Page
length

Number
of
references

Citations
on
Google
Scholar
(2005)

Citations
on
Google
Scholar
(2015)

Harris, D. Testing English
as a Second Language

1969 146 7 40 679

Valette, R. Directions in
Foreign Language testing

1967 200 26 18 21

Oller, J. W. Language Tests
at School

1979 421 370 140 1,209

Cohen, A.D. Testing
Language Ability in the
Classroom

1980 132 172 56 153

Henning, G. A Guide to
Language Testing

1987 158 117 37 506

Hughes Testing for
Language teachers

2003 154 66 343 3,030

Bachman, L. Fundamental
Considerations in
Language testing

1990 359 751 751 6,477

Weir, C. Understanding and
Developing language tests

1995 170 83 65 583

Brown, H.D. Language
Assessment: Principles and
Classroom Practice

2004 160 302 9 1,511

Stoynoff and Chapelle
ESOL Tests and Testing: A
Resource for Teachers
and Program
Administrators

2005 204 1 45

Bachman and Palmer.
Language Assessment in
Practice: Developing
Language Assessments and
Justifying Their Use in the
Real World

2010 493 193 n/a 281

Fulcher, G. Practical
Language Testing

2010 346 377 n/a 97

Carr, N. Designing and
Analyzing Language Tests

2011 361 (plus
CD
appendix)

n/a 31
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Cohen points out. Therefore, Table 2 shows the differences in Hughes’, Cohen’s, and
Bachman and Palmer’s textbooks over time.

The differences in length and references mirror additions of content to the text.
While all texts referenced above include steady reminders of reliability, validity, and
practicality, the 1990 and onward versions include more references to assessments
such as portfolios and other practices that became widespread in the 1980s. In
addition, Hughes added a chapter on assessing children because of the increased
emphasis on testing this age group (Hughes 2004). Cohen (1994) and Bachman and
Palmer (2010) more than doubled the number of references, suggesting that teachers
required more information in the 15 years that passed between publications.
Bachman and Palmer also adapted their title from Language Testing in Practice:
Designing and Developing Useful Language Tests to Language Testing in Practice:
Developing Language Assessments and Justifying their Use in the Real World. The
shift in title shows the emphasis on assessment rather than testing and the growing
emphasis of “real-world” use of assessment. As assessments change, the textbooks
used in teacher training must change as well.

Just as new language testing textbooks began focusing on classroom teachers’
practical needs, additional text-based resources emerged in the 1990s and have
continued to be used in the field. While early textbooks often combined theoretical
explanations with samples from actual assessment practices, the 1990s saw an
explosion of textbooks that could supplement existing ones by supplying examples
that could be readily included in the classroom or a “how to” on classroom
assessment.

O’Malley and Valdez Pierce’s (1996) Authentic Assessment for English Language
Learners: Practical Approaches for Teachers represented a new approach to lan-
guage testing textbooks; it combines theory and practice in an accessible volume for
classroom teachers. Its rubrics, checklists, and practical advice on applications can
easily be incorporated into the classroom. At a similar time, Brown (1998) produced

Table 2 Changes in Hughes’, Cohen’s, and Bachman and Palmer’s textbooks

Author and book title
Date of
publication

Page
length

Number of
references

Hughes
Testing for Language Teachers

1989 154 66

Hughes
Testing for Language Teachers

2004 217 186

Cohen
Testing Language Ability in the Classroom

1980 132 172

Cohen
Testing Language Ability in the Classroom

1994 362 433

Bachman and Palmer
Language Testing in Practice: Designing and Developing
Useful Language Tests

1996 370 88

Bachman and Palmer
Language Assessment in Practice: Developing Language
Assessments and Justifying Their Use in the Real World

2010 493 193
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a volume with 18 different activities with input from three to eight international
contributors for each activity type. Others in language testing also worked to model
and explain solid theories of language testing coupled with practice; Bachman and
Palmer (1996) and Genesee and Upshur (1996) published textbooks on language
testing with an emphasis in both their titles and tone toward classroom teacher use.
Unlike traditional language testing textbooks, both volumes emphasized the specific
issues and problems faced by classroom teachers and aimed to combine a theoret-
ically strong approach to language testing with practical help. For example, Genesee
and Upshur (1996) include conferencing and portfolios, both approaches that gained
popularity in the 1990s, as well as tables that describe the benefits of portfolios.

In the spirit of combining the information of a language testing textbook and the
practicality of a “how-to” manual for teachers, Davidson and Lynch (2002) have
produced Testcraft: A Teacher’s Guide to Writing and Using Language Tests. Their
approach emphasizes the importance of developing solid test specifications based on
language testing research. At the same time, they tackle practical issues of teamwork
in the test development process and ways to approach inevitable conflicts, as well as
including scenarios applicable to situations their readers may encounter. Few lan-
guage testing texts address the importance of teamwork and the challenges inherent
in working with colleagues who have differing viewpoints about the purposes and
uses of the test as well as suggest approaches for addressing not just the content of
such issues but also working with colleagues.

Stoynoff and Chapelle (2005) published ESOL Tests and Testing, a volume which
includes reviews of common English language tests, as well as chapters on the
“basics” that language instructors should know before using any test. Stoynoff and
Chapelle stress the importance of making informed decisions in all aspects of the
testing process, and the structure of the volume supports this approach. The reviews
are embedded in the book, rather than appearing at the beginning or the end, and this
sequence emphasizes the importance of contextualization in test selection. This
volume points to the issue of “assessment literacy” in language instructors and the
need to provide practical and usable resources to language instructors to ensure that
tests are selected and used properly.

Bachman and Palmer (2010) updated their original 1990 book, and it is widely
used. In addition, the slight change to the title emphasizes the use of testing in “real-
world” situations and the decisions made on the basis of language tests that can have
an impact on students, instructors, and programs. This focus on the real world
reflects the changes in language testing textbooks over the past three decades; the
shift from providing basic information on assessment to demonstrating ways to
integrate authenticity into assessment is striking. In addition, Carr’s (2011) book
includes a CD to help users apply the information in the text, with a specific
emphasis on using statistics. Such approaches show that language testing texts are
working to meet the needs of their users through contextualization and additional
resources such as computer-based activities beyond a written text that allow users to
practice what they have learned.

While the above provides only a glimpse into the kinds of text-based materials
offered to classroom teachers, the very existence of such materials points to the
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importance of assessment for language instructors, as well as an understanding on
the part of textbook authors and publishers that theoretical texts were insufficient to
explain testing to language instructors. It is also important to note that encyclopedias
such as this one also provide a resource for language professionals to explore in
depth a variety of issues in language assessment.

Non-Text-Based Assessment Training

In addition to training provided by written texts employed during a formal university
or graduate level class or independently, other formats have become available for
training language instructors on assessment. This section outlines some self-paced
self-instructional materials and web-based instructional materials for instructors.

Self-Instructional Materials
Professional development workshops are frequent approaches to help instructors in
all subjects supplement their formal training and improve their classroom effective-
ness. With the proficiency movement in the United States in the 1980s, language
instructors could participate (for a cost) in a 4-day training on oral proficiency
assessment, a format previously restricted primarily to government employees.

As technologies became more accessible and less costly, tape-recorded materials,
accompanied by tapes, could begin to replace live, face-to-face workshops; Kenyon
and Stansfield (1993) and Kenyon (1997) investigated one new format: allowing
potential language raters to participate in training through use of a kit rather than a
live training workshop. Such self-instructional approaches allowed instructors to
seek on their own (or upon advice from supervisors or other colleagues) new
methods of language assessment to use in their classroom. Similarly, ETS developed
self-training kits for raters of the SPEAK test; these kits included tapes and ancillary
materials. These new formats allowed instructors who had not received training in
new approaches during their education or for whom the approaches came after their
formal education was completed to learn about and apply new testing methods.

As use of computers and the Internet grew throughout the 1990s, computer-based
approaches gained in popularity throughout education. So, too, did access to more
information on language assessment training.

Since 1995, Fulcher has hosted the Resources in Language Testing webpage
(http://languagetesting.info, accessed 12/5/2015), which includes references, rele-
vant organizations, and streaming video of well-known language testers responding
to frequently asked questions in language testing on topics such as reliability,
validity, test impact, item writing, and statistics. This page contains a plethora of
useful information. Recently, he has added podcasts to accompany articles published
in Language Testing, one of the two major journals devoted to language assessment.
The addition of podcasts to supplement such academic articles demonstrates the
growing need in academic journals, as in academic texts, of users to go beyond the
written word and to use multiple forms of communication to describe and explain
language testing to different users.
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As the CEFR gains popularity in Europe, uses of it continue to grow. Among
other useful resources is a “passport” to demonstrate student progress on the CEFR
that students and instructors can complete to show student growth. These resources
are available on the web and can be downloaded for use in schools. The Council of
Europe has a website that provides resources on both the CEFR and assessment in
general (http://www.coe.int/t/dg4/education/elp/, accessed 11/30/2015), including
ways to develop an online portfolio to document language outcomes. The Centre
for Canadian Language Benchmarks provides resources for learners and assessors
on its website, including guidelines and resources for test development. Many
European-based resources include information for language learners in addition to
instructors; such resources are less plentiful for US-based resources. Two examples
of learner-oriented resources in the United States are housed at the National Council
of State Supervisors of Foreign Languages (NCSSFL) and CAL. NCSSFL devel-
oped a first paper-based and now online self-assessment system for US K-16 learners
inspired by the CEFR efforts. This resource (http://www.ncssfl.org/LinguaFolio/
index.php?linguafolio_index accessed 12/20/2015) is designed to help learners
develop and track their progress toward language proficiency goals and requires
registration. On a different note, in developing a new, computer-based Arabic oral
proficiency assessment, CAL worked with learners to design a five-module online
resource that describes different aspects of Arabic oral language proficiency, includ-
ing both examples of student performances at different proficiency levels and clips of
student interviews that describe how these students attained proficiency in Arabic
(http://www.cal.org/aop/, accessed December 15, 2015).

In addition to resources for students, some organizations also provide support for
teachers. In the late 1990s, the Center for Advanced Research on Language Acqui-
sition (CARLA) of the University of Minnesota has developed a seven-module,
online Virtual Assessment Center (VAC) to provide both resources, background
information and guidance on second language classroom assessment (http://www.
carla.umn.edu/assessment/vac/index.html, accessed 11/30/2015). The VAC includes
an annotated bibliography of assessment resources, as well as a virtual item bank. The
virtual item bank provides model items for teachers and is accompanied by item-
writing tips. The VAC represents an early effort not only to help classroom language
instructors develop good items and assessments for their students but also to under-
stand the principles of assessment that undergird the process. Although the VAC is a
valuable resource, the annotated bibliography has not been updated since the early
2000s. Perhaps one of the most challenging aspects of online resources is keeping
them current; updating such resources regularly represents a significant commitment.
If such resources are not reviewed regularly, they fall out of date quickly.

Swender et al. (2006) reported on a web-based survey of assessment uses and
needs of 1,600 foreign language instructors in the United States. In addition to
highlighting tests currently being used and needed for language instructors, the
survey also highlighted a lack of understanding of many testing concepts, such as
appropriate test use, by those who responded. As a result of this survey and other
reports, in 2009, the Center for Applied Linguistics updated its foreign language test
directory and developed a tutorial for users in test selection. In developing the
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tutorial and soliciting feedback from a variety of stakeholders, Malone (2013) found
a dichotomy between the perceived needs of such a tutorial by language instructors
and by language testers. Language instructors stressed the needs for a succinct,
understandable tutorial, while many language testing specialized and emphasized on
the importance of explaining complex language testing concepts, such as assessment
use and validity arguments, to such language instructors. The directory is updated
biannually and the tutorial will be reviewed and updated by 2018. In 2015, the
tutorial and directory received 63,000 unique views, thus highlighting the need for
such online instruments.

Works in Progress

Many of the current projects described are simultaneously works in progress and
represent ongoing efforts to enhance both practice and understanding of assessment
by language instructors. The addition of online tutorials, podcasts, videos, and
e-portfolios across the world demonstrates the continued interest in and need for
these resources. A recent edition of Language Testing was devoted to the issue of
language assessment literacy; this special issue highlighted many facets of language
assessment literacy fromhow language assessment is viewed in the parliament (Pill and
Harding 2013) to the identity of the language tester (Jeong 2013) to the contrast
between information valued by language testers and instructors (Malone 2013). In
reviewing the wide range of topics addressed by this issue, it is clear that a variety of
stakeholders could benefit from information about language assessment and that the
audience for such information has expanded both beyond simply language testers and
language teachers. As the field progresses, it is likely that still more online resources
will become available; a likely issue to arise is how to evaluate the efficacy of the
different resources to ensure that users not only use high-quality resources that reflect
best practices but also that the resources they access are appropriate for their own needs.
Although the university in general and teacher preparation programs in particular have
been the traditional focus of language assessment, online resources represent an
important way to provide both ongoing professional development to in-service teachers
as well as basic information about language assessment to those outside the field. In
addition to online resources, the International Language Testing Association (ILTA)
provides funding for two or three workshops to be held annually in parts of the world
where language assessment literacy could be improved orwhere such efforts are scarce.

Problems and Difficulties

Although the landscape for including more stakeholders in the language assessment
process and educating these stakeholders about language assessment is hopeful, it is
nonetheless an ongoing and daunting task. The amount of resources available in
print and online continues to grow, and a language instructor inexperienced in
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language assessment might not understand how to select from among the many
resources in the world.

This original chapter was released in 2008, and many more resources, from
textbooks to online resources, have been released and are being used internationally.
In 2008, the major challenge identified was determining who is and who should be
trained in language assessment, how and to what extent such individuals are trained,
and what the expected outcomes of such training should be. To some degree, raising
the issue of training in language assessment is as important as any information
contained therein; in 2008, the focus was on the training of language instructors.
Although there is still no consensus on the assessment literacy needs of language
instructors and, indeed, there are differences in perspective as to what language
instructors believe, they need to know about assessment and what language testers
believe that language instructors need to know (Malone 2013). It is important that
the area of inquiry on language assessment literacy has expanded during the past
7 years beyond discussing what language instructors need to know. Pill and Harding
(2013) investigated the assessment literacy needs from a parliamentary perspective;
Jeong (2013) explored the language assessment literacy needs of testers and
non-testers, and O’Loughlin (2013) explored the needs of university test users.
However, one major gap that remains is how to best educate students about language
assessment. Although three examples have been used in this chapter, the fact remains
that students of language also need to understand why and how they are being
assessed and how the results of their assessments will be used.

Future Directions

As this chapter indicates, progress has been made to increase language assessment
literacy efforts. The focus on language instructors and their understanding of assess-
ment has expanded to include additional test users such as parents and administra-
tors. The studies cited in this article represent the understanding that language
assessment results are used for a number of far-reaching goals, from language
students and teachers to our representatives in government. While this progress is
helpful, additional work is needed. Pill and Harding (2013) mentioned above show
that governments need education on assessment literacy; their efforts should be
extrapolated to other governments. It is important to note, too, that students and
test takers have not yet emerged as a focus of language assessment literacy research
and this group is most affected by language tests and their results.

For continued progress to take place, it will be important to continue and expand
work that explores both stakeholder perceptions of language assessments, the extent
to which these perceptions are accurate, and how to mediate these expectations to
help improve assessment literacy. As stakeholder language assessment literacy
grows, it will become crucial for stakeholders to use this information to hold
themselves and the developers of the tests they use accountable for the ways the
tests are used and the decisions made on the basis of these tests. Finally, language
learners themselves and their families must be included in this work. Learners and
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their families benefit most and least from language assessment; thus, they must fully
understand the tests they take and the implications the results have for them.
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Assessment in Education



Dynamic Assessment

Matthew E. Poehner, Kristin J. Davin, and James P. Lantolf

Abstract
Dynamic assessment, or DA, departs from the traditional distinction between
formative and summative assessment, as it understands teaching to be an inherent
part of all assessment regardless of purpose or context. This position follows from
the theoretical basis of DA in the writings of Russian psychologist L. S. Vygotsky
and in particular his proposal of the zone of proximal development. Positing that
independent functioning indicates only abilities that have already fully devel-
oped, Vygotsky advocated procedures in which the assessor, or mediator, engages
cooperatively with learners, offering support when learners encounter difficulties
in order to determine the extent to which learners can extend their functioning as
well as the forms of assistance to which they were most responsive. According to
Vygotsky, this approach allows for a more in-depth diagnosis of learner develop-
ment by revealing abilities that have not yet completed their development but are
still emerging. In the decades since Vygotsky’s death, his insight has generated a
range of DA procedures undertaken with learners with special needs, immigrants,
young children, and gifted learners as well as with individuals studying particular
academic subjects, including second languages. L2 DA studies have generally
been pursued in collaboration with classroom teachers, emphasizing dialogic
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interaction in one-to-one or small group settings. More recent projects have built
upon this work to implement DA procedures in large-scale testing contexts.
Current work is examining computerized administration procedures as well as
uses of DA linked to curricular revisions intended to support learner appropria-
tion of conceptual knowledge of language.
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Vygotsky • L2 development • Mediation • Zone of proximal development
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Introduction

Lantolf and Poehner (2014) explain that a defining feature of sociocultural theory
(SCT), as elaborated by L. S. Vygotsky (1987), is the central role it assigns to
practical activity, especially education. In SCT, theory and research serve as an
orienting basis for practice, which in turn provides the essential testing ground for
theory, determining whether it should be accepted, revised, or rejected. According to
Lantolf and Poehner (2014), this notion of “praxis” explains Vygotsky’s keen
interest in education, which he believed should aim to promote learner psychological
development. The authors continue that this commitment to “developmental educa-
tion” has guided much recent L2 SCT research, including work on dynamic assess-
ment (henceforth, DA).

In DA, a teacher or assessor, referred to as a mediator, engages cooperatively with
learners and intervenes when difficulties arise and their performance breaks down.
Through a process of mediation, which is qualitatively different from corrective
feedback, a diagnosis of learner development emerges that includes abilities that are
fully formed, as indicated by learner independent performance, and abilities that are
still emerging, determined by learner responsiveness during the mediating process.
The activity of joint functioning with a mediator guides learners to perform beyond
their current capabilities, thereby promoting their continued development. In this
way, DA integrates teaching and assessing in a coherent framework. Since its
introduction to the L2 field (Lantolf and Poehner 2004), DA has contributed to
discussions concerning how classroom assessment may support student learning
while also opening new directions in formal testing.
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Early Developments

Vygotsky’s writings on the zone of proximal development (ZPD) provide the
theoretical underpinnings of DA. The ZPD is based on the principle that higher
forms of thinking (voluntary memory, attention, planning, learning, perception) are
always mediated. Initially, they are mediated through our interactions with others
and with physical and symbolic artifacts (e.g., books, computers, diagrams, lan-
guage, etc.). These interactions are internalized and give rise to new cognitive
functions. One’s relationship with the world is still mediated, but this is accom-
plished on the internal plane of self-regulation. Consequently, Vygotsky (1998,
p. 201) reasoned that assessments of independent problem-solving reveal only a
part of a person’s mental ability, namely, functions that have already fully developed.
He termed this the actual level of development and contrasted it with the person’s
potential or future development, which he submitted could only be understood
through their responsiveness during joint engagement with a mediator around
tasks they are unable to complete independently.

An important corollary is that potential development varies independently of
actual development, meaning that the latter, by itself, cannot be used to predict the
former. This contrasts sharply with the belief in many approaches to assessment that
a learner’s future is more or less a linear continuation of the past, and hence the use of
measures of independent performance on tests – reflecting the products of past
development – to predict likely performance in the future. Vygotsky’s discovery of
the ZPD compels us to understand the future as not yet written but rather as resulting
from continued access to appropriate forms of mediation, and its prediction is
empirically based on learner responsiveness during cooperation with a mediator.

To our knowledge Vygotsky himself never used the term DA. The term may
derive from his close colleague, A. R. Luria’s (1961), description of ZPD assess-
ments to differentiate children whose poor school performance resulted from bio-
logically rooted disabilities, learning challenges, and language and culture
differences. Critical to this diagnosis and to subsequent intervention planning was
each child’s responsiveness to mediation. Vygotsky and Luria’s research laid the
foundation for a range of formalized principles and procedures developed by
researchers working with various populations around the world that have come to
be known collectively by the name dynamic assessment (Haywood and Lidz 2007;
Poehner 2008b). This work has been undertaken largely within special education and
cognitive psychology and yielded a robust body of research dating from the 1960s.

In their review of DA research, Sternberg and Grigorenko (2002) note that the
integration of mediation can be organized within the administration of an assessment
or delivered as a distinct phase embedded between a pre- and post-administration of
the test. They refer to these two models, respectively, as “cake” and “sandwich”
formats. Representative of the cake format, Brown and Ferrara (1985) describe the
use of mediation prompts and hints that are prescripted and arranged from most
implicit to most explicit. The prompts are then offered to learners one at a time until
the learner produces the desired response. An early example of the sandwich format
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is Budoff’s (1968) program that embedded a training module after the pretest to
teach relevant principles. Sternberg and Grigorenko (2002) point out that both
formats offer advantages: the sandwich format allows for comparisons between
test performances prior to and following mediation, while the cake format stream-
lines the procedure and introduces mediation as soon as learners experience
difficulties.

Lantolf and Poehner (2004) further differentiate DA models according to how
mediation itself is conceived. They explain that much DA research, in both the
sandwich and cake formats, limits mediation to a “one-size-fits-all” approach. By
standardizing both the content of mediation, whether it be a training module or set of
hints, and its delivery (i.e., provided in precisely the same manner to all learners),
this work has aligned more closely with traditional testing practices and allowed
greater use of inferential statistics for analyzing and comparing results. Lantolf and
Poehner refer to these approaches to DA as “interventionist,” highlighting that
mediation is understood as prepackaged treatment. They point to another tradition
in DA as “interactionist,” and they suggest it more closely aligns with Vygotsky’s
understanding of cooperation in the ZPD. In interactionist DA, mediation follows the
general principle of beginning in a more implicit manner and becoming increasingly
explicit as determined by a learner’s responsiveness to specific levels of mediation.
Mediation is not scripted in advance but emerges through open dialogue with
learners. This allows mediators considerable freedom to interact with learners,
bring to the surface processes that underlie performance, and provoke further
mediation (Poehner 2008b). According to Miller (2011), the mediated learning
experience model of interactionist DA developed by Reuven Feuerstein (see
Feuerstein et al. 2010) is a direct continuation of Vygotsky’s and Luria’s ZPD
work. This research has been particularly influential in the development of L2 DA.

Major Contributions

The first project to explore the use of DA in L2 education was undertaken by
Poehner in his doctoral dissertation, which provided the basis for a book-length
study (Poehner 2008b). This work details the theoretical origins of DA, overviews
leading approaches, and documents the use of DA with university-level learners of
L2 French. Two important contributions of that project are that it reconnected DA
practices with Vygotsky’s theory (a matter overlooked in much DA research outside
the L2 field) and it provided detailed documentation of mediator-learner interactions,
thus breaking with the convention in previous DA studies of reporting only out-
comes of the procedures. Poehner’s (2008b) analysis outlined particular moves on
the part of the mediator and how they informed the diagnosis of learner develop-
ment. As a follow-up, Poehner (2008a) examined the notion of “learner reciprocity,”
a concept that was proposed in earlier DA studies but for which there was little
empirical data. Learner reciprocity refers to the range of behaviors learners may
exhibit that go beyond correct or incorrect responses to mediation. Examples include
eliciting mediator support, negotiating mediation, refusing offers of assistance,
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posing additional questions, and seeking mediator approval. Together, the specific
mediating moves and forms of learner reciprocity that characterize a DA session
provide a nuanced profile of learner emerging abilities.

Close analysis of mediator and learner participation in DA, and the use of this
information to interpret learner development, has been a consistent theme in L2 DA
research. The major portion of this work has been conducted in instructional
contexts, with the implementation of DA reflecting collaboration between
researchers and teachers. The basis for much of this work has been Lantolf and
Poehner’s Teacher’s guide to DA, now in its second edition (2011). The Guide
includes a monograph that introduces DA principles and models, provides questions
for discussion and resources for additional information, and walks readers through
analysis of transcribed teacher-learner interactions showcasing the quality of medi-
ation. The Guide also offers a series of video appendices illustrating examples of L2
DA. A Casebook of L2 DA studies (Poehner to appear) extends this with additional
videos and analyses of collaborations with teachers that in fact emerged from
previous workshops and uses of the Guide.

L2 DA has been pursued with learners at beginning through advanced levels of
instruction, in primary school settings and universities, and with commonly taught
languages such as Spanish and French as well as less commonly taught languages and
even an indigenous Alaskan language for heritage speakers. Listening and reading
comprehension, oral narrative abilities, pragmatic competence, and control over
discrete grammatical features have each been a focus of mediation in DA research.
A frequent question raised by the language teaching and assessment communities
concerns the feasibility of moving beyond one-to-one interactions to include larger
configurations of learners. In classroom settings, teachers are often responsible for
groups of 20–30 learners, and sometimes more. In more formal assessment contexts,
standardization is accepted practice in part because it allows large numbers of indi-
viduals to be assessed simultaneously. L2 researchers have begun to develop
approaches to implementing DA principles under both these conditions.

Poehner (2009b) conceived of one approach to addressing numbers of learners in
classroom settings by shifting the focus of mediation from the development of
individuals to the group. Noting that Vygotsky (1998) himself raised the possibility
of appropriately mediating a group ZPD, Poehner argues that DA in a group setting
(G-DA) requires engaging learners in tasks that no individual can complete inde-
pendently but that can be made accessible to every member of the group through
appropriate mediation. In this way, there is both a struggle to stretch beyond one’s
current capabilities and a need for external forms of mediation. Poehner (2009b)
discerns at least two forms of G-DA. “Concurrent” G-DA occurs as a mediator that
engages a group or an entire class in an activity and negotiates mediation with the
group. Pointing to an analysis of classroom interaction reported by Gibbons (2003)
involving ESL learners working to appropriate scientific discourse, Poehner notes
that in concurrent DA the mediator may address particular individuals, providing
prompts to one, leading questions to another, and so on. The specific mediating
behaviors directed at an individual are not the focus, however, as it is the interaction
in its entirety that provides insights into the understandings and abilities of the group.
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In concurrent G-DA, given variability across learners, not every mediating move
will be relevant to each individual. Some will move more quickly toward indepen-
dent performance than others. We will have more to say about this later, but for now
we point out that the matter is at least partly addressed in “cumulative” G-DA. Here,
interactions unfold between the mediator and individual learners one at a time, and
on the face of it, this approach appears to be a one-to-one administration. The crucial
difference, however, is that the interactions occur in a class setting, with the
expectation that other learners are engaged as “secondary interactants.” In other
words, even though the rest of the class may remain silent while the mediator
engages with an individual, the interaction itself has the potential to mediate each
learner’s thinking. This approach to G-DA thus aims for a cumulative effect of
mediation wherein learners who work with the teacher later in a lesson may also
reference the mediational processes from previous exchanges in the class. Indeed,
Poehner (2009b) offers an example of cumulative G-DA from an L2 Spanish
elementary school class. His analysis of three learners who each take a turn partic-
ipating in a game in the L2 reveals a steady reduction in the degree of teacher
mediation required as the game progresses. Poehner suggests that in reality, the
second and third learners may have already benefitted from mediation prior to the
start of their turn.

With regard to large-scale testing, Guthke and Beckmann (2000) recognized the
potential of increasingly sophisticated computer programs to assume the role of
mediator. Mediation made available in a computerized DA (C-DA) administration
certainly does not allow for the careful alignment with learner need characteristic of
interactionist DA. Nonetheless, it offers the possibility to move beyond ascertaining
the correctness of a learner’s response and indicates if s/he is able to reach the
solution when mediation is offered. Guthke and Beckmann describe a tutorial
approach developed for use with a C-DA version of their Leipzig Lerntest, a
cognitive aptitude instrument. Although the authors do not provide specific exam-
ples from the test or data from its administration, they explain the principle as
suspending the test when a learner incorrectly answers a question in order to
introduce a brief tutorial that explains relevant principles and walks learners through
practice problems. Once the tutorial ends, the test resumes and the learner is
presented with a parallel version of the item she/he had missed. In this way, it is
possible to distinguish learners who answered questions correctly without interven-
tion, those whose performance improved following the tutorial, and those whose
difficulties persisted in spite of the available mediation. The authors maintain that
this more nuanced diagnostic of learner abilities is helpful to designing remediation
programs specific to learner needs.

Poehner and Lantolf (2013) see a similar potential for C-DA in the L2 domain,
underscoring a diagnosis that takes account of learner emerging abilities as having
immediate relevance for placing learners at appropriate levels of study in language
programs. They designed C-DA tests of listening and reading comprehension across
three languages: Chinese, French, and Russian. The tests were modeled after
existing standardized measures of L2 comprehension and followed a multiple-choice
format. They departed from the convention of providing four options for each test
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item (the correct answer and three distractors), preferring instead to add a fourth
distractor. This increased the number of times an examinee could attempt the items
and the number of mediating prompts that could be offered. Following Brown and
Ferrara’s (1985) graduated-prompt approach, the program generates two scores: an
“actual” score, reflecting whether an examinee’s first response was correct, and a
“mediated” score calculated to indicate the number of attempts an individual made –
and, hence, the number of mediating prompts required – in responding to a test item
(Poehner and Lantolf 2013). The logic of this approach was that a learner who
answered on, for instance, a second attempt was likely to have better comprehension
of a text than a learner who required three or four attempts or who was not able to
reach the correct answer even after all four mediating prompts were provided. In
addition, an explanation in English was offered to learners after the item was
correctly answered and before the next item was presented. Thus, learners had
access to learning opportunities during the test itself, an important feature of DA.

The C-DA tests are available online and are cost-free (www.calper.la.psu.edu).
Analyses of scores generated by the tests provide evidence in support of Vygotsky’s
prediction that learner mediated performance varies from independent performance
in ways that cannot be determined a priori. In the context of the L2 comprehension
tests, this means that actual scores are not always indicative of mediated scores;
therefore learners with the same actual score may have different mediated scores
reflecting different degrees of prompting. An attractive feature of the C-DA tests is
that items are grouped according to the underlying construct (within listening or
reading comprehension) and a profile is automatically created by the program for
individual learners. This allows one to observe learner performance in specific areas
of language ability, such as the lexicon and sentence-level or discourse-level gram-
mar. In addition to informing placement decisions, learner profiles are useful for
classroom teachers in shaping instruction to the needs to individual learners or
groups of learners.

Work in Progress

DA has stimulated interest across a range of different areas of L2 research. In this
section we limit our discussion to three areas that we believe will continue to be
important for the future of DA. The first builds upon the concept of G-DA to bring
DA into day-to-day classroom activities. As an example of this work, we consider
one of the “cases” documented in the DA Casebook (Poehner to appear) that
documents a teacher’s effort to reorganize her advanced level L2 Japanese compo-
sition course.

Originally designed according to a “process approach” to writing, the course
required learners to produce multiple drafts of their work, which they shared and
revised through the following stages: a one-to-one writing conference with the
teacher, a peer-editing session in class that involved students working in pairs or
small groups to read and comment upon one another’s work, and whole-class
discussions of advanced features of Japanese grammar. As Poehner (to appear)
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explains, the teacher, Sayuri, undertook to revise each of these writing stages
according to how the students responded to mediation. One-to-one writing confer-
ences were refashioned as interactionist DA sessions in which initial drafts were
reviewed and specific language problems were identified. These individualized
sessions allowed Sayuri to identify which features of Japanese were within learners’
emerging ability to control the language, determined by their responsiveness to
mediation. Learners were then placed into groups of two or three based on similar
sources of difficulty and given a packet of sentences containing errors drawn from
their compositions. In this way, the more traditional peer-editing step in process
writing became focused on problems that were within the ZPD of each member of
the groups. After the students reviewed the sentences, made corrections, and pre-
pared explanations of their proposed revisions – an activity intended to prompt
learners to support one another’s understanding of relevant features of the L2 –
Sayuri reviewed the packets with the entire class. This final stage of the approach
represented a larger G-DA and served to clarify misunderstandings, discuss alterna-
tive corrections, and make connections across similar types of learner problems.

As analysis of data from this project continues, particular attention is being given
to the quality of learner interaction during the G-DA peer review as well as the kinds
of contributions made by the teacher during the larger G-DA context. The latter is of
interest because it differentiates between problems that were appropriately resolved
during peer work and those that needed further mediation from the teacher. With
regard to the former, it would seem plausible that by grouping learners according to
their ZPD, it biases them in favor of working cooperatively to revise their papers.
Whether this occurred and promoted the development of all learners is a crucial
question that is yet to be resolved.

Another area of interest concerns the teacher’s experience with DA. The focus
here is on the preparedness of L2 teachers to deploy SCT principles along the lines of
the developmental education argued for by Lantolf and Poehner (2014). The Case-
book includes interviews with teachers reflecting on their understanding of DA, the
reasons behind their decision to integrate it into their practice in a particular manner,
and the challenges they may have experienced in so doing. Analysis of the inter-
views is currently underway, and it is anticipated that the information will provide a
resource for teachers and researchers to better understand the demands of
implementing DA and how these might be addressed.

Davin and Herazo (2015) are investigating how teachers’ experiences with DA
may raise their awareness of the discursive practices that characterize their interac-
tions with learners, which the authors consider to be an essential step toward creating
classroom discourse patterns to promote learner agency. The participants, which
include in-service English teachers in Montería, Colombia, and preservice Spanish
and Italian teachers in Illinois, USA, studied the DA Guide (Lantolf and Poehner
2011) and participated in professional development seminars to support DA imple-
mentation. Using a qualitative case study design, Davin and Herazo compare the
participants’ pre-DA and post-DA classroom discourse patterns. Preliminary analy-
sis of lesson transcripts and stimulated recall sessions suggest that DA prompted
more dialogic classrooms, fostering an environment characterized by a more equal
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balance of teacher and student talk and extended interaction sequences between the
teacher and learners.

A third area receiving attention from researchers concerns applications of DA in
large-scale testing contexts. Levi (2012) suggests that because DA creates possibilities
to promote learner development, it functions to produce a kind of positive washback
wherein an existing formal testing program becomes not only a means of measuring
learner abilities, but it may also provide an opportunity for learning to occur that
complements learning opportunities already present in classrooms. Working within
the context of large-scale oral proficiency interviews among secondary school students
in Israel, Levi (2012) constructed mediating resources around the rubrics employed to
assess dimensions of language proficiency, including fluency and accuracy. She then
designed a DA procedure following the sandwich format described by Sternberg and
Grigorenko (2002) and added a fourth step: a delayed posttest, or transfer test, intended
to determine the durability of any gains made by learners.

Levi (to appear) reports a study using this procedure in which she recruited a total
of 73 Israeli secondary students and divided them into three groups: a control group,
which received no mediation between the pre- and posttests, and two mediation
groups. The two mediation groups were further differentiated according to whether
learners worked independently or as part of a group. In both cases, mediation
occurred across four sessions and included the presence of a tester mediator to
facilitate learner engagement in the activities and their use of the assessment rubric.
In the first session, learners reviewed a recording of either their own pretest perfor-
mance or that of another participant. They worked to apply the rubric to an
evaluation of the performance, which positioned them for interactions in the subse-
quent sessions as they attempted to use the rubrics to monitor their own speaking
practice. Levi (to appear) reports that students in both the mediation groups
improved their posttest performance, while those in the control group actually scored
lower. More modest gains on the transfer assessment were also found for students
who had received mediation. This research offers compelling evidence that indeed
DA can be “scaled up” to function in large-scale testing situations and that this may
be done in a manner that preserves DA’s commitment to both diagnosing and
promoting learner development.

Problems and Difficulties

As explained, a challenge for DA has been moving beyond one-to-one contexts of
the sort documented in Poehner’s (2008b) initial exploration of the framework.
C-DA and G-DA offer viable ways forward, and we encourage additional work in
both these areas. That said, one critique commonly leveled against DA is that it
merely represents “good teaching” and nothing more. We concur that DA does
indeed constitute effective teaching, but we further insist that effective instruction
necessarily entails effective assessment – assessment with a future rather than a past
orientation. In other words, assessment that promotes learner development. The L2
research literature is replete with contradictory findings and recommendations to
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teachers concerning implicit forms of feedback such as recasts or explicit corrective
feedback. Likewise, research on formative assessment has long found that teachers
are likely either to emphasize affective support and encouragement at the cost of
helpful feedback or to over- or underestimate learner abilities (Torrance and Pryor
1998).

Our experience collaborating with teachers suggests that prior to learning about
and experimenting with DA, it is highly unlikely that they systematically provide
appropriate mediation to learners. While there is variability concerning how sensi-
tive teachers are to learner needs, without a coherent theory to guide their actions,
mediation is either offered in a hit-or-miss manner, sometimes attuned to learner
responsiveness but not always, or it is provided in a one-size-fits-all approach in
order to treat all learners the same (see Lantolf and Poehner 2013). It often requires
considerable effort to help teachers move toward interactions that take account of
changes in learner needs and responsiveness during joint activity. Indeed, the
classroom teacher in Poehner’s (2009b) study preferred an interventionist approach
to DA even though she was not using it for a formal assessment purpose; standard-
ization was appealing precisely because it mitigated the demands of an open-ended
procedure. That said, both the Guide and the Casebook offer examples of impressive
creativity and thoughtfulness on the part of teachers in implementing DA once they
have come to understand its principles and theoretical foundation.

Another critique of DA stems from the fact that it does not adhere to accepted
testing practices, in particular standardization of procedures. This concern seems less
relevant to instances of C-DA or interventionist DA more generally, which as
explained commit to standardization with regard to mediation and the interpretation
of results. Nonetheless, the fact that DA departs from conventions of standardized
testing has been a concern since before its introduction to the L2 field. For instance,
Büchel and Scharnhorst (1993, p. 101) concluded that DA could not be taken
seriously until it committed to measurement, which they proposed demands “stan-
dardization of the examiner-subject interaction.” Glutting and McDermott (1990,
p. 300) similarly criticized the “creative latitude” in approaches to DA such as
Feuerstein’s because some learners receive more help than others. Within the L2
field, this line of criticism is echoed by Fulcher (2010, p. 75), who expresses the view
that because mediator and learner function jointly insights from DA cannot be
generalized beyond a particular “instance of occurrence” involving the given task
and participants. Moreover, he faults DA for not taking account of how the presence,
absence, or strength of particular factors can yield testable predictions of learner
development.

Lantolf and Poehner (2014) respond to Fulcher’s critiques in detail, including
claims he makes about SCT in general. We will not repeat those remarks here, but we
do wish to point out that Poehner (2007) dealt extensively with the topic of
generalizability. As he explained, research in both interventionist and interactionist
traditions frequently present learners with tasks that are either designed to employ
the same underlying principles as those used throughout the assessment but in new
combinations or applied to more difficult problems. The point of requiring learners
to extend their performance beyond a given set of tasks, a practice alternately
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referred to as “transcendence” or “transfer,” is to ensure that the effects of mediation
are not task specific, limited to the here and now, but rather that they represent actual
change in psychological functioning. Recall that the purpose of DA is not to help
learners do better on a given assessment task, which distinguishes DA from scaf-
folding (see Lantolf and Poehner 2004), but to promote their development, that is, to
generalize the mediation they have appropriated in a given task and context to new
tasks and contexts. For this reason, the different forms of mediation and how learners
respond (the presence, absence, and strength of variables) are given much attention
in DA and are typically traced over time.

Future Directions

Poehner (2009a) argues that the full potential of DA to promote learner development
might be realized through a two-pronged approach in which the same principles of
mediation guide both formal assessments and classroom activities. Following from
the discussion of L2 C-DA, formal evaluation of learner abilities that takes account
of the ZPD (i.e., their emerging abilities and the future investment likely required
before they reach independent functioning) will in some cases lead to different
decisions regarding acceptance of learners into programs and placement at an
appropriate level of study. An important topic for future research will be to empir-
ically investigate ZPD-based predictions of learner development. This research
would entail following learners longitudinally to document development over the
course of L2 study and how their progress reflects their DA performance. Of course,
realizing their potential is dependent upon continued mediation that is sensitive to
their emerging abilities and that changes in step with their development. In other
words, the instruction itself must be of the sort that aims to promote learner abilities
in the L2. It is here that two intersecting lines of research can be carried out in tandem
with DA: systemic-theoretical instruction (STI) and mediated development (MD).

Briefly, STI compels a reorganization of L2 curricula and indeed a refocusing of
the goals of L2 instruction. Based on Vygotsky’s analysis of the value of teaching
that brings abstract theoretical knowledge in contact with learners’ practical experi-
ences, STI shifts away from traditional form-focused L2 instruction in favor of
instruction grounded in conceptual knowledge of the language. Following Vygotsky,
abstract conceptual knowledge goes beyond what learners would likely “figure out”
for themselves from everyday experiences in the world. Moreover, STI presents
concepts in a systematic manner that avoids problems associated with discovery
learning (Karpov 2014). The goal of STI is to help learners develop understandings
of the central concepts in a field of study, how these concepts interrelate, and how
together they provide an appropriate orienting basis for action. L2 STI studies to date
have targeted topics such as interactional pragmatics in French, sarcasm in English,
and topicalization in Chinese (Lantolf and Poehner 2014). Internalization of L2
conceptual knowledge allows learners to use the language in intentional ways that
break from concerns over prescriptive rules and to instead understand language as a
resource for the creative, nuanced formation and expression of meanings. The
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diagnosis of development that emerges from DA affords crucial insights for under-
standing and guiding learner progress through an STI program. Specifically, DA
reveals learner understandings that are behind their use of language, the extent to
which they have begun to internalize conceptual knowledge, and specific forms of
mediation that promote their use of the concepts during communicative activity.

Related to the integration of DA and STI, Poehner and Infante (2015) propose
that mediator-learner cooperation may shift from a focus on diagnosing learner
abilities in favor of more strongly emphasizing the teaching component of the
interaction. This does not undermine the relation between assessing and teaching
as two features of ZPD activity, that is, the activity of understanding and promoting
development. Rather, the point is that in any instance of mediator-learner coopera-
tion, one may bring to the fore either the assessing or teaching function so long as
one does not lose sight of the other. Selecting a focus requires planning on the part of
the mediator to determine the goal of a particular interaction. Drawing on a project
that included mediator-learner interaction throughout an STI program for L2 English
learners, Poehner and Infante (2015) report that cooperative interaction proved
essential for introducing conceptual knowledge to learners, presenting specialized
instructional materials associated with STI (e.g., models, charts, and images),
modeling how these resources function as tools for thinking, and supporting learner
efforts to integrate the concepts into their meaning making in the L2. The authors
propose the term MD for such interactions to underscore the focus on teaching to
promote development. In Poehner and Infante’s analysis, this shift in focus
manifested in changes in mediator contributions, specifically with less effort to
provide prompts and leading questions to learners and an increase in explanation
and verbalization of the mediator’s understanding of the materials and their rele-
vance for orienting to activity and reflecting on outcomes. To be sure, this is only an
initial exploration of MD. More work is needed to understand the forms that
mediation may take in such interactions, how they overlap with DA, and how the
alternating foci of assessing and teaching function together to guide learner
development.
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Abstract
Language assessment literacy (LAL) refers to the knowledge skills and principles
that stakeholders involved in assessment activities are required to master in order
to perform assessment tasks. The need for defining a literacy framework in
language assessment has arisen following acknowledgment of teachers’ assess-
ment needs as well as the increase in the number of stakeholders from different
disciplines involved in language assessment activities and decision-making.
Though gaining momentum in theory and practice, the conceptual LAL frame-
work is still in an evolutionary phase, with central unresolved issues. One of the
main issues is the gap between formative or dynamic assessment perspectives and
a focus on testing expertise. Attempts to define the LAL canon, specifically the
role of language features within that canon, are still undecided. Promising
endeavors have recently been made at operationalizing the theoretical framework
in order to allow for the design and implementation of LAL initiatives. Future
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Introduction

The concept of language assessment literacy (henceforth LAL), which draws from
general assessment literacy (henceforth AL), refers to the knowledge stakeholders
need in order to conduct language assessment activities (Fulcher 2012; Taylor 2013).
Though the concept in its present form is relatively new, it is gradually generating a
growing body of literature and research. Studies focus primarily on teachers and
their assessment knowhow, but also on other professionals in related areas in need of
assessment expertise (e.g., O’Loughlin 2013). Like AL, which emerged amidst
discussion of the transition from testing to assessment cultures (Shepard 2000),
LAL writings also suggest adopting a constructivist sociocultural approach to
language learning and assessment in light of the social turn in language testing
(McNamara and Roever 2006) and the debate over the responsibility of the language
tester (ILTA Code of Ethics 2000).

Attempts to define the LAL framework are in progress amidst a debate over
central controversial issues. These include examination of an agreed upon
canon of language testing knowledge as well as decisions as to who should
disseminate this knowledge and accompanying skills (Heejeong 2013). A
primary crucial issue revolves around the role of the language component
within language testing knowledge, i.e., in what ways LAL differs from general
assessment literacy and hence merits recognition in its own right (Inbar-Lourie
2013). The debate over what constitutes LAL also brings to the fore discussion
on the relationship between language testing and other disciplines (Davies
2008) as well as the differential assessment knowledge requirements of stake-
holders further away from the “assessment core” (Taylor 2013). However, most
importantly, the LAL debate can be seen as an attempt to explore and define the
language testing profession vis-à-vis internal and external mitigating factors,
especially the match between the dynamic nature of language development and
use on one hand and language assessment practices on the other. The review
will first look at general assessment literacy and then focus on the specific
theory and traits of language assessment literacy arguing for recognition as an
entity in its own right.
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Early Developments

The origins of language assessment literacy lie in the emergence of the term
“assessment literacy” in general education (Stiggins 1991), defined as “an individ-
ual’s understandings of the fundamental assessment concepts and procedures
deemed likely to influence educational decisions” (Popham 2011, p. 267). The
concept made its debut following acknowledgment of the central role that teachers
play in the assessment process. Teachers are viewed as both consumers of testing
information and independent assessors, hence requiring “the knowledge of means
for assessing what students know and can do, how to interpret the results from these
assessments, and how to apply these results to improve student learning and program
effectiveness” (Webb 2002, p. 1). The contents of AL have been shaped largely by
the growing emphasis on the formative role of assessment (Black and Wiliam 1998),
particularly on the need to provide constructive feedback to advance learning.

Though discussion of AL has in recent years shifted to include additional pro-
tagonists involved in assessment activities, many of the writings and studies in this
area still focus on practitioners and the impact of their assessment knowledge and
activities on their students. An important landmark in defining teachers’ assessment
literacy is the publication of the Standards for Teacher Competence in Educational
Assessment of Students (The American Federation of Teachers et al. 1990). The
standards delineate the skills teachers need in seven domains: in choosing and
developing assessment methods; in administering, scoring, and interpreting assess-
ment results; in using assessment results for decision-making and grading; in
communicating assessment results; and in recognizing unethical, inappropriate
assessment use, and information. Research findings on teachers’ knowledge in the
areas specified in the standards are rather grim, pointing at the inadequate knowledge
of both pre- and in-service teachers (Mertler 2002; DeLuca 2012).

Language assessment literacy (LAL) has drawn considerably from the literature
and research on general assessment literacy (AL), while attempting to set itself apart
as a knowledge base that incorporates unique aspects inherent in theorizing and
assessing language-related performance. Yet, as Davies asks (in an article accompa-
nying the Dictionary of Language Testing, Davies, Brown, Elder, Hill, Lumley and
McNamara 1999), “how does one determine what count as fundamental concepts
informing constructs of language testing?” (p. 244). Studies attempting to answer
this question have referred primarily to two sources intended to disseminate lan-
guage testing knowledge: language testing textbooks and language testing courses.
A review of the former (Davies 2008) shows that while in the past textbook writers
were concerned with “a knowledge + skills” approach to language testing (skills
referring to “the practical know-how in test analysis and construction” and “knowl-
edge” of the “relevant background in measurement and language description,”
Davies, p. 328), an additional component referred to as “principles” has been
added. Principles are defined as “the proper use of language tests, their fairness
and impact, including questions of ethics and professionalism” (ibid, p. 335).
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With regard to language testing courses, findings of a study on the contents of
language testing courses conducted in 1996 by Bailey and Brown and replicated
12 years later (Brown and Bailey 2008), reaffirm Davies’ “knowledge + skills”
categorization. Language testing experts participating in the study were asked to
indicate the extent to which certain topics (presented as items on a questionnaire)
formed part of their testing courses. The items dealt almost exclusively with tests and
their properties, excluding references to the larger assessment picture – to assessment
considerations and consequences as well as alternative forms of assessment. Testing
culture was thus established as the core canon of language testing knowledge. Some
of the agreed upon topics amongst the respondents were test critiquing and test
analysis, item writing for the different skills, item quality and discrimination,
validity, reliability, and standard error of measurement. The emerging knowledge
framework can hence be classified as oriented predominantly to educational mea-
surement rather than to language learning, as hardly any mention was made of
language-related issues. Overall, results for both the 1996 and 2008 studies were
generally similar, thus indicating (according to the researchers) the existence of a
stable language testing knowledge base.

The social and critical turn in language testing (McNamara and Roever 2006;
Shohamy 2001) signaled a shift away from a testing-oriented LAL focus to aware-
ness of the need to include a dialogical assessment culture (Inbar-Lourie 2008a), one
which fosters contextually relevant and diverse assessment practices while also
paying heed to the “principles” category referred to by Davies (2008). Some of the
concepts introduced at this point were already part of the aforementioned Standards
for Teacher Competence in Educational Assessment of Students (1990), particularly
the use of diverse assessment instruments to fit different purposes but also the
standards of tailored assessment, the consequences of assessment, and the need for
an ethical code in the assessment process. What made this shift more meaningful was
that it was now being applied not only to contemporary language-specific dilemmas
and challenges but also to the individuals impacted by assessment procedures and
decisions, for example, adult immigrants and second language learners in the school
context (Barni 2015; Elder 2015).

In addition, multilingual realities, alongside the spread of English as a Lingua
Franca, have presented new testing challenges and the need to consider different
assessment practices as well and identify ensuing assessment literacies. The concept
of multilingual testing, whereby test takers are offered multilingual assessment tools
(Shohamy 2011), reflects this change. Significant developments in language teach-
ing pedagogy over the last 15 years require new assessment modes.
Translanguaging, for example (García and Wei 2014), an approach which views
meaning making as a holistic hybrid process that transcends language borders,
requires matching assessment modification and knowhow. New assessment consid-
erations have also arisen with regard to the growing use of the target or additional
language as a medium of instruction in Content Language Integrated Learning
(CLIL) or English Medium of Instruction (EMI) models, in both K-12 and tertiary
institutions, “with no simple solutions at hand” (van Leeuwen 2006, p. 20). More-
over, the emergence and growing influence of a major player in the language
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teaching and assessment scene in this third millennium, the Common European
Framework of Reference (Council of Europe 2001), has brought into discussion the
integration between the teaching learning process and assessment. Alongside profi-
ciency standards, the CEFR has also introduced and promoted alternative forms of
assessment, such as the European Language Portfolio and self-assessment. The
move towards integrating teaching and assessment is also evident in the “learning-
oriented assessment” approach (Purpura and Turner 2013) and in sociocultural
approaches to language learning and evaluation, specifically the implementation of
Vygotskian dynamic assessment concepts (Poehner 2009).

These developments, in tandem with the gradual permeation of formative assess-
ment for learning considerations, are resulting in a slow transition in the LAL
discourse towards a more expanded conceptual and practical repertoire. The evi-
dence of this rather nascent transition seems to be rather confounding for the
language testing community, for its roots are clearly in the testing tradition rather
than in the implementation of a more comprehensive assessment framework that is
integrated with learning and includes a variety of assessment tools.

One of the first attempts to introduce an assessment literacy framework within
language testing can be accredited to Brindley and his modular framework (2001).
The framework was intended for teachers and comprises of both core and optional
elements, acknowledging the differential needs of language teachers. The modules
reflect a wide perspective in an attempt to address some of the issues and dilemmas
that have arisen in language assessment. The first module (perceived as core)
provided the background to assessment from social, educational, and political
perspectives, while the second core module, “Defining and describing proficiency,”
related language assessment to language knowledge models and looked at issues of
validity and reliability. The next two modules were optional, focusing on language
tests as well as on a more curricular classroom-embedded orientation. The last
optional module presented a more advanced discussion of language assessment
and research intended for teachers planning test construction projects or
assessment-related research (Brindley 2001, pp. 129–130). Hence, the suggested
LAL framework was compiled to match the nature of language knowledge and the
resultant assessment literacy required.

Understandings, however, as to what is vital for becoming literate in language
assessment and the depth of the knowledge needed are seen to fluctuate depending
on the stakeholders involved and/or on the assessment context. Malone (2013) found
that when language testers were asked about preferred contents in a language testing
professionalization initiative they tended to focus more on the theoretical aspects,
while language teachers opted for allocating greater weight to assessment tasks.
Moreover, research examining the perceptions of language testing instructors who
are specialists in the field versus applied linguistics nonlanguage testing specialists
points at differences in terms of the respective perceptions of each group as to the
topics that should be included in language testing courses (Heejeong 2013).

Attempts have been made over the last few years to relate to these different
protagonists and describe and define their LAL needs and understandings. The
following section will present the major contributions in this area referring first to
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language teachers, who still comprise the primary LAL target population, moving on
to additional constituents.

Major Contributions

The predominant teacher-focus evident in general AL writings is also prominent in
the LAL literature, coinciding with an overall interest in language teachers as
assessors (Davison and Leung 2009). Fulcher (2012) notes the need for teacher
assessment literacy: “If language teachers are to understand the forces that impact
upon the institutions for which they work and their daily teaching practices, and to
have a measure of control over the effects that these have, it is important for them to
develop their assessment literacy” (pp. 114–115).

However, unlike the teacher standards assessment framework (1990), no equiv-
alent document that describes the particular knowledge language teachers are
required to have in order to perform assessment duties has thus far been offered.
This may be due to the paucity of data available till recently on language teachers’
LAL needs, but it may also be reflective of the theoretical transition and uncertainties
evident in the field.

The European Association of Language Testing and Assessment (EALTA), upon
its establishment (2004), undertook to hold language assessment training activities,
noting however the need to identify first the existing knowledge of the various target
audiences. The ensuing survey conducted for that purpose (Hasselgreen et al. 2004)
included 914 respondents in the European context divided into three groups –
teachers, teacher trainers, and experts, with teachers forming the majority of the
sample. Findings showed that teachers and their trainers attested to lacking training
in “the less traditional areas of assessment, such as portfolios, including the
European Language Portfolio, and testing to the CEF.” Similar teachers’ assessment
needs surveys have been conducted over the last decade in different geographical
locations representing these different audiences, all attempting to dispel the LAL
mist, recommending and/or designing professionalization initiatives. These studies
have had a vital role in surfacing LAL issues and alerting the profession of the
unattended building blocks required for establishing literacy in the field (e.g., Huhta
et al. 2005; Vogt and Tsagari 2014).

Interestingly, unlike the general AL surveys conducted among pre and in-service
teachers (e.g., Mertler 2002), where the research instruments used evaluated assess-
ment knowledge, the LAL surveys are in the form of self-report questionnaires. The
findings, however, are similar, pointing at deficiencies in teachers’ and teacher
candidates’ assessment knowledge as well as at the lack of proper language assess-
ment training for teacher candidates. The above surveys also draw attention to the
often unattainable gap between the idealized and the realized: the declarative broad
knowledge base required for performing declarative state-mandated assessment
functions contrasted with the teachers’ inability to deliver due to limited expertise.
In a recent survey Lam (2015), for example, unveils the inadequacy of assessment
training in teacher education institutions in Hong Kong, especially in view of local
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assessment reforms. A survey conducted among instructors of language testing
courses in China showed that contents followed a traditional testing approach with
negligible evidence of the assessment culture that the language-testing field was
beginning to endorse (Jin 2010). Vogt and Tsagari (2014) found that many aspects of
language testing literacy that teachers are expected to possess are underdeveloped
and acquired on the job. This is because the majority of the teachers surveyed
(N = 853 in seven European countries) received little or no training in assessment,
and, among other things, also lacked knowledge in self and peer assessment and
portfolio use, competencies required for implementing the CEFR framework. Anal-
ysis of language teachers’ assessment literacy in three national settings yielded
differences as to teachers’ needs and willingness to partake in assessment training,
reinforcing the significance of contextualized considerations including institutional
culture when determining LAL contents and modes of acquisition.

Recent research studies reinforce this localized perspective focusing on the
language teacher herself, her perceptions, and beliefs, rather than on predetermined
language testing content. Csépes (2014) presents research conducted in Hungary
reflecting the gap between a recent government policy to move towards “assessment
for learning practices” and teachers’ reluctance to adopt alternative assessment
procedures. Such realizations are leading to growing awareness of the need to
consider the interaction between the teachers’ beliefs and previous experience and
their assessment activities. Scarino (2013) provides accounts of emerging assess-
ment awareness and knowledge amongst language teachers that stem from and
incorporate their beliefs, suppositions, and understandings of assessment. Engage-
ment in a reflective process of their own assessment practices facilitates the integra-
tion of new knowledge and the creation of a personalized LAL knowledge base. This
notion resonates in reports on learner-centered language assessment courses attuned
to learners’ needs that allow for a broad critical perspective of language assessment
and practice (Kleinsasser 2005).

Based on the growing data on assessment needs and practices, a number of
definitions of LAL have been offered. Most of the definitions provide general
frameworks, some more detailed than others, combining testing and assessment
cultures to varying degrees and denoting critical ethical principles (Davies 2008).
Mention of tests or the testing process appears in most definitions, while references
to other forms of assessment are often absent. The relevance of language issues or
competencies is also often precluded from the core knowledge required. For exam-
ple, the definition by O’Loughlin (2013, p. 363) states that LAL “potentially
includes the acquisition of a range of skills related to test production, test score
interpretation and use, and test evaluation in conjunction with the development of a
critical understanding about the roles and functions of assessment within education
and society.” Likewise, Pill and Harding (2013, p. 381) see knowledge in language
assessment “as indicating a repertoire of competences that enable an individual to
understand, evaluate and, in some cases, create language tests and analyze test data.”
Tests still reign as the overarching assessment tool, perhaps an understandable
phenomenon as both the O’Loughlin and the Pill and Hardy research studies focus
on test use.

Language Assessment Literacy 263



Fulcher provides a more detailed definition that elaborates on the wider assess-
ment framework underlying assessment literate principles and concepts. Similar to
the aforementioned definitions, tests, both large-scale and classroom, are
highlighted, and no reference is made either to other assessment instruments or to
language-assessment features.

The knowledge, skills and abilities required to design, develop, maintain or evaluate large-
scale standardized and/or classroom based tests, familiarity with test processes, and aware-
ness of principles and concepts that guide and underpin practice, including ethics and codes
of practice. The ability to place knowledge, skills, processes, principles and concepts within
wider historical, social, political and philosophical frameworks in order to understand why
practices have arisen as they have, and to evaluate the role and impact of testing on society,
institutions, and individuals. (Fulcher 2012, p. 125)

Following the definition, however, a breakdown into three categories is offered:
contexts, principles, and practices, where the practices are “distinctly language-
focused.”

Inbar-Lourie (2008b, 2013) acknowledges the primary contribution of general
educational assessment literacy to LAL but reaffirms its distinctive language-based
concerns. The definition provided therefore takes the form of layers of knowledge,
with the bottom layers comprising general assessment literacy that forms a basis for
the language-oriented matters. As part of the general assessment knowledge a
language assessment literate individual has to know “the reasoning or rationale for
assessment (the ‘why’), the description of the trait to be assessed (the ‘what’), and
the assessment process (the ‘how’).” Nonetheless, the core competences will reflect
current views about the social role of assessment in general and language assessment
in particular, contemporary views about the nature of language knowledge, and give
due emphases to both classroom and external assessment practices. The focus and
intensity would vary and depend on the target audience, but an introduction to the
core components will be obtained by all participants, including discussion of some
of the unresolved controversies and tensions in the field (pp. 396–397). Hence, the
language components are underlined, as well as diversity in the scope and depth of
the literacy required. Such diversity would depend on the nature of the assessment
task and the agents performing it, some of whom may be non-language testing
experts.

The need to widen the potential circle of language assessors was expanded and
elaborated upon by Taylor (2009, 2013), who draws attention to differential LAL
needs. This is apparent, for example, in the case of university admission decisions
that administrators make with regards to entrance to higher education (O’Loughlin
2013). Pill and Harding (2013) likewise address this dilemma, in their research on
the nature of the LAL parliament members require in order to make sound policy
decisions regarding the English language skills of immigrating physicians. The
analysis is based on a framework which envisions literacy as a relative and modi-
fiable rather than absolute concept, ranging along a continuum of different levels to
the maximum attainment of multidimensional literacy (Pill and Harding 2013,
p. 383). A follow-up on this idea is elaborated on in Taylor (2013) who outlines

264 O. Inbar-Lourie



the knowledge elements assessment stakeholders require in different areas. The eight
dimensions listed herewith derived from research on LAL form a comprehensive
LAL framework: knowledge of theory; technical skills; principles and concepts;
language pedagogy; sociocultural values; local practices; personal beliefs/attitudes;
and scores and decision-making. In an attempt to operationalize the concept Taylor
ties together the LAL dimensions with the literacy continuum offered by Pill and
Harding, illustrating via a web of competencies the LAL profile different stake-
holders (test writers, classroom teachers, university administrators, and professional
language testers), may need. This proposed construct with its intersecting profiles
has drawn interest for its potential use in designing the depth and range of assess-
ment initiatives for particular populations.

Work in Progress

The above discussion of LAL definitions and the recognition of the need to tailor
assessment literacy to different audiences carries meaningful ramifications to the
field and points at the need for further research, some of which is underway. The
report here will focus on three studies: one within the realm of setting an LAL
framework for teachers, the second on providing LAL training in response to teacher
initiation, and the third on operationalizing the Taylor (2013) model outlined above.

In an attempt to enhance understandings of the complexities and difficulties in
attaining LAL among teachers, Xu (2015) presents a tentative situated conceptual
framework based on in-depth case study that explored the dynamic and evolving
LAL assessment literacy of a language teacher. The approach to the formation of
LAL is a contextualized one, which takes into consideration not just the mere
training but also the institutional setting using a constructive interpretive epistemol-
ogy. Xu introduces the term “assessment literacy in practice,” whereby the develop-
ment of teachers’ assessment literacy is formed and shaped in an interactive manner
alongside other relevant dynamic professional changes which occur in teachers’
conceptualization of teaching, learning, awareness of the assessment process, and of
oneself as an assessor. The theoretical knowledge base comprises seven components,
which includes a merge between assessment matters and pedagogical knowledge.
The research calls for a reconceptualization of language assessment literacy and
argues “for a sustainable development mindset for language teacher assessment
literacy.” (Xu 2015). The findings and research direction presented in the framework
offer a richer perspective on the intricacies of LAL and its acquisition. For as the
researcher suggests, the transfer from attaining LAL in different settings does not
automatically occur withstanding the complexity of the classroom and organization
as well as personal variables, such as background knowledge and professional
conceptions of assessment, reinforcing the motives expressed by Scarino (2013).

Teachers in the LAL and AL research studies are often treated as passive
recipients of information which, when delivered, is not necessarily implemented in
their classroom assessment practices. A different conceptualization of the teacher’s
role in acquiring LAL can be found in teacher empowerment studies that
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demonstrate teacher activism in reaching out to attain LAL in order to make a
difference in the language assessment arena in their own contexts. Brunfaut and
Harding (2014) report on an on-going LAL teacher-training project intended at
developing English language tests for Luxembourg secondary schools. The project
which has lasted thus far over 3 years was initiated by the teachers to bring about
change in the national end-of-school leaving English exam which they felt was not
aligned with their current teaching. The LAL training enabled the construction of the
test, but beyond that it is noted that following the project the assessment literate
teachers “now possess skills and knowledge in language assessment which are of an
international standard” and “should be viewed as a highly prized group of pro-
fessionals” in their own context (Brunfaut and Harding 2014, p. 17).

The third interesting research project underway attempts to apply Taylor’s (2013)
profiling of differential LAL knowledge needs to different stakeholder groups in and
outside the language testing community (language teachers, language test devel-
opers, language testing researchers, applied linguists, policymakers, and test takers),
aiming to develop suitable LAL profiles based on the protagonists’ present knowl-
edge, needs, and goals (Kremmel and Harding 2015). The project touches upon the
need to identify potential LAL stakeholders not considered part of the assessment
circle and pinpoint their LAL needs.

Problems and Difficulties

Since the conceptualization of LAL is still in its infantile stage it suffers from
growing pains, the most notable of which is an identity dilemma. There seems to
be a meaningful gap between contemporary theory that upholds assessment culture
principles knowledge and skills and its manifestations in the field. The profession is
in a state of flux, keeping to the traditional, familiar, and what is perceived as
dependable testing knowledge and skills, while at the same time cautiously exam-
ining how to combine testing with new notions when disseminating LAL to future
experts. This state of mind is particularly conspicuous in view of the bustling
developments that constantly offer new paths for matching current thinking in
applied linguistics and language pedagogy with novel less institutionalized assess-
ment options. It also creates a gulf between language education policies, which
advocate the theory and practice of assessment cultures and the tools and knowledge
provided in testing or assessment courses. The dilemma is a profound and goes
beyond choice of assessment instruments, for testing and assessment cultures are
each anchored in different epistemological paradigms implying differences in LAL
contents and orientations. These include different understandings of the role of
language in society, whether socially constructed, multidimensional, and dynamic
or formulated, monolingual, and static, and the role of the students, whether passive
or active in the process of learning and assessment.

Hence, the largest group of LAL consumers, language teachers, as well as their
students receive ambiguous messages: asked to conduct formative classroom assess-
ment but unable to deliver, having been trained (if at all) to function in testing-
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embedded environments. An example of this tension can be found in the case
reported by Inbar-Lourie and Levi (2015) on the use of an integrated teaching and
assessment speaking kit intended for junior high EFL learners in Israel. Findings
showed that the tool, developed for the ministry of education, was not implemented
by the English teachers, though it follows declared formative assessment for learning
policies and is aligned with curriculum goals. This was due mostly to the lack of
teacher training in formative assessment practices, in using the kit and utilizing the
feedback to improve instruction strategies and involve the learners in the process. In
addition, ministry officials and decision-makers were not fully aware of the impli-
cations of introducing a formatively intended assessment initiative such as the one
researched in terms of the knowledge, skills, and principles required.

Future Directions

The research conducted holds promise as to the future directions of LAL. It has
passed the important phase of uncovering the variables, the existing agendas, and
needs and is now proceeding towards fine-tuning in terms of operationalizing
theoretical frameworks and delving deeper into LAL intricacies in terms of content
and research approaches. Just as the previous research in the form of surveys has
helped articulate the LAL quandaries, future research can help make meaningful
progress as to the nature of the canon needed. However, such research needs to be
conducted collaboratively with the stakeholders outside the traditional language
testing domain as professionals from different fields of knowledge are involved in
language assessment decisions that require situated expertise. Only a shared collab-
orative effort, one that merges expertise in language assessment with expertise in the
local context, can create meaningful assessment solutions to the dynamic issues that
arise, especially in view of global changes impacting language use. Thus, there is a
need to reach out to new assessors in different capacities not just to disseminate
existing knowledge but to create amalgamated understandings as to assessment
targets, tools, procedures, analysis and intended but also unintended consequences.
Such an interactive negotiated process will enable a reduction to the core basics, the
essentials, with added localized knowledge suited to specific needs. Additionally, the
assessment circle should be expanded to include consumers of LAL – parents,
students, and principals. This will eventually enrich the knowledge base of the
testing community and its affiliates at large, aiming for the consideration of localized
language assessment literacies rather than promoting a monolithic approach. Explor-
atory interpretative research approaches need to be part of the research course
outlined above, including participatory action research studies that will bring user
accounts of LAL practices and needs.

Language teachers, referred to repeatedly as the largest group of LAL stake-
holders, are seldom listened to in the LAL debate, though a body of research has
surveyed their lacking assessment practices, often the result of inadequate or
nonexisting training. There are few research studies which involve teachers’ voices
from within, looking at the complex variables in the language assessment scene,
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educational and assessment policies in and outside the institutions, classroom
dynamics, and the language teachers themselves and what they bring to the assess-
ment process. Teachers’ research, on its own or collaboratively with assessment
experts, needs to be heard loud and clear so as to enrich the literature in knowledge
and insight but also to inspire others to take action, try out assessment procedures,
and reach conclusions applicable to different situations and individuals. Such insight
will contribute to an understanding of the complex LAL puzzle.

To sum up, the envisioned future of LAL is that of a dynamic loose framework,
descriptive rather than prescriptive. A framework that sets general guiding principles
for different assessment literacies but is aware of local needs and is loose enough to
contain them and allow them to develop from theory to practice, but also from
practice to theory. A framework where language occupies a central place but where
knowledge from other disciplines is welcomed and integrated with joint efforts at
creating a truly comprehensive and operationalized assessment entity which reflects
rich dynamic and differential language use.
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Abstract
This chapter highlights the role of English proficiency in academic study and the
associated language assessment issues that emerge in the higher education envi-
ronment. It considers validity issues surrounding the design and use of the tests
used for (i) establishing minimum English entry requirements, (ii) identifying
language support needs postentry and/or making English course placement deci-
sions, (iii) establishing readiness to teach academic content through the medium
of English, (iv) assessing the adequacy of English proficiency in the context of
mainstream academic assignments, and (v) gauging the English standards
achieved at exit from the university, including, by implication, students’ linguistic
readiness to enter the workforce.

It is argued that while research and development initiatives instigated by
powerful testing agencies have contributed greatly to our thinking about language
and have shaped the field of language assessment as we know it today, many
problems remain. There are still uncertainties about how best to define and
capture the academic language proficiency construct for testing purposes, in
ways which can serve highly diverse student populations in contexts which are
increasingly internationalized and technology mediated. Current assessment
activities focus too much on English standards at university entry and too little
on policies and practices geared to monitoring and fostering students’ language
development throughout the course of their academic study. Future research and
actions which might address some of these challenges are proposed.
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Introduction

The shift toward the use of English as a lingua franca in academic and professional
contexts worldwide has resulted in a growing emphasis on the role of English
proficiency in academic study and on its importance for effective functioning in
the subsequent professional workplaces in which university graduates seek employ-
ment. Whether English is taught as a subject in its own right, used as a medium of
academic instruction, or used as a vehicle for accessing relevant course readings or
other research publications, many higher education institutions, both in Anglophone
or non-Anglophone countries, stipulate minimum English entry requirements to
ensure that admitted students can cope with the language demands of their studies.
The need to implement these requirements has opened up commercial opportunities
for language testing agencies and at the same time fostered research into the nature of
language proficiency and how it is best assessed.

English admissions testing is only part of the story of assessment in higher education
however. A range of postentry procedures have been developed in different institutions
to identify the language learning needs, whether written or spoken, of admitted
students. Language assessment tools may be used for both undergraduate or postgrad-
uate students to exempt them from further English language study requirements or for
placement purposes, to determine appropriate class levels or suitable language study
pathways in academic writing or learning centers or within mainstream academic
programs. Tests may also be used to determine whether graduate students applying to
work as international teaching assistants (ITAs) or nonnative English-speaking faculty
members working in English-medium institutions have the necessary English compe-
tence to manage their role and to diagnose their language support needs.

272 C. Elder



Although issues of English proficiency loom large at the point of selection and in
the early stages of university study, they tend to fade from view as study progresses,
due perhaps to under-resourcing and the low status of language and language
instructors on the one hand and, on the other, to a lack of understanding or
commitment to language issues by institutional leaders and university faculty.
Insufficient attention to language matters within university degree programs and
confusion about the place of language in the assessment of academic content may
adversely affect learning outcomes, hinder language development, and limit future
employment opportunities. Some institutions have therefore instituted exit standards
of English to address this situation.

This chapter considers the various solutions which have been adopted for
pre-entry, postentry, and exit assessments of English proficiency in higher education,
the challenges that remain, and the implications of work in this area for the theory
and practice of language testing.

Early Developments

Exploring the English demands of academic study has been the focus of numerous
research efforts in applied linguistics since the 1950s when English-medium univer-
sities began to open their doors to foreign/international students. The need to ensure
that such students were equipped with adequate language skills for academic study
triggered the development of a number of influential English language admissions
tests designed for large-scale administration. The thinking around those tests has
played a big role in shaping the field of language testing as we know it today.

Two histories of language testing, Measured Words by Bernard Spolsky (1985)
and Assessing Academic English by Alan Davies (2008), have charted these early
developments in detail with the former focusing primarily on the United States, with
particular emphasis on the Test of English as a Foreign Language (TOEFL) devel-
oped by the Educational Testing Service (ETS), and the latter on the United
Kingdom, with specific reference to the English Language Testing Service (ELTS)
and its successor, the International English Language Testing Service (IELTS),
developed by the University of Cambridge Local Examinations Certificate
(UCLES), which has recently changed its name to Cambridge English Language
Assessment. The TOEFL and ELTS/IELTS were products of two very different
educational and measurement traditions and the decision-making underpinning
their design is characterized by both Davies and Spolsky as a struggle between
validity and reliability, with strikingly different outcomes in each case.

The original TOEFL, launched in 1964 by the ETS in Princeton New Jersey,
privileged reliability over validity and was more strongly influenced by develop-
ments and advances in educational measurement theory than was IELTS. The first
form of the test was a 270-item multiple-choice test of 3 h duration covering the
skills of structure and vocabulary as well as reading and listening comprehension.
The adoption of a discrete-point general proficiency test that was “purely objective,
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psychometrically pure, machine-scored and machine-like, cost effective and profit-
able, secure and efficient” (p. 79) is seen by Spolsky as a lost opportunity and a
retreat from more progressive approaches to assessment that were emerging in the
United States around that time, including the trend toward direct assessment of
writing and/or speaking initiated by the designers of the Michigan Test of English
Language Proficiency and the American University Language Centre tests.
Although the semi-direct Test of Spoken English (TSE) and the essay-based Test
of Written English (TWE) were later developed as optional add-ons to the TOEFL,
these initiatives were driven, Spolsky claims, by market demand rather than in
response to the tenets of communicative language testing.

The ELTS, by contrast, is described by Davies as representing a bold paradigm
shift with respect to the more traditional general proficiency tests which preceded
it. The adoption of a communicative approach constituted a radical departure from
the Lado-inspired indirect testing of discrete elements of language as exemplified
in tests like the English Proficiency Test Battery. The ELTS aimed for authenticity,
offering test takers the choice of one of six discipline-specific modules, each with
its own listening, reading, writing, and speaking component designed to reflect the
language demands of the chosen subject area. Davies argues that the test’s empha-
sis on purposeful and contextualized language use represented a commitment to
validity rather than reliability. (Reliability was inevitably compromised by the
decision to use a single marker to score the open-ended writing and speaking
tasks and by the reported difficulty of developing highly correlated parallel forms
of each disciplinary module.) UCLES eventually pulled back from its foray into
the until then relatively unexplored terrain of English for Specific Purpose (ESP)
testing by first reducing (Alderson and Clapham 1993) and then abandoning its
discipline-specific modules. Nevertheless, the new more generalized academic test
(IELTS) remained broadly communicative in its various instantiations (Taylor and
Falvey 2007).

Regardless of the different orientations of these two pioneer tests of English for
academic purposes (EAP), the discussions and research surrounding their develop-
ment and implementation provided impetus and data for early theory building in the
then relatively new discipline of language testing about the nature of the language
proficiency construct: whether it should be seen unitary, as Oller (1983) proposed, or
multi-componential as Canale and Swain (1980) would have it. Validity studies at
this time were mainly statistical in orientation, exploring the factor structure of test
items and skill components and the correlations between test takers’ scores and
various criterion measures of language ability or academic performance in the higher
education context.

From the 1990s onward, theoretical models of language proficiency and
approaches to test development became more elaborate (see Bachman 1990; Weir
2005). Although the utility of these models for practitioners is sometimes
questioned, what is certain is that approaches to developing and validating the two
major English admissions tests became more systematic in response to deeper
understandings of the language processing and contextual parameters that shape
test takers’ engagement with and response to test tasks (Taylor 2014). Internally and
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externally commissioned research activity burgeoned within both organizations and
appeared in research reports (www.ets.org/toefl/research/archives/research_report/),
monographs, and edited volumes (www.cambridgeenglish.org/silt/).

Major Contributions

Admissions Testing

The concentration of resources within a small number of well-resourced testing
agencies means that research relating to large -cale English admissions tests con-
tinues to be highly influential in the twenty-first century, featuring prominently in the
discipline’s premier journals, Language Testing and Language Assessment Quar-
terly, and in other applied linguistic outlets.

Two major developments in the first decade of the new millennium are worthy of
note. One was the launch of internet-based TOEFL (TOEFL iBT) in the late 2005
after years of preparatory work including a series of conceptual framework docu-
ments and empirical studies (see www.toefl.org) specifying the constructs of aca-
demic speaking, listening, reading, and writing proficiency in communicative terms.
The research surrounding this test, most notably a monograph by Chapelle et al.
(2008), has firmly put to rest any notion that validity is not a primary concern.

The second development was the 2009 launch of the computer-based Pearson
Test of English (PTE) (academic), now recognized by many English-medium insti-
tutions as an alternative to IELTS and TOEFL iBT. The PTE is designed to measure
English competence in academic context based on reading, listening, speaking, and
writing tasks but, unlike its competitor tests, it also measures the “enabling skills” of
vocabulary, grammar, spelling, pronunciation, and discourse competence, offering
information about these elements in a separate report. Validation research on this
newcomer test is starting to appear (see http://pearsonpte.com/research/), although
few studies on this test have thus far been published in the major peer-reviewed
journals.

Both PTE and the TOEFL iBT have followed in the footsteps of the earlier ELTS
test in opting for integrated tasks, intended to reflect the integration of different
language skills in the academic environment. However, these are operationalized
very differently for each test and without any discipline-specific branching of the
kind previously attempted by the ELTS test designers. This trend toward integrated
tasks is generating a strong body of validation research (e.g., Cumming et al. 2006;
Wei 2012; Kyle et al. 2015). In addition, both the ETS and Pearson have developed
proprietary automated scoring systems for rating constructed speaking and written
responses. This constitutes a major innovation in the language testing arena and is
stimulating considerable research interest (Xi 2010).

A range of other English tests, both large and small scale and too numerous to
name here, is also operating in the admissions testing marketplace, whether designed
for local or international use. Among the better known of these are the College
English Test (CET) in mainland China (Zheng and Cheng 2008), the General
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English Proficiency Test (GEPT) (Roever and Pan 2008) in Taiwan, and the EIKEN
test in Japan (Dunlea 2010). With the proliferation of English language admissions
tests has come the need for equivalence studies which align the tests with one
another or with a scale, such as the Common European Framework of Reference
(CEFR) now used by many institutions both within and outside Europe for policy-
making, goal setting, and reporting purposes (e.g., Pearson 2010; Educational
Testing Service 2010). While claims of equivalence between tests with very different
qualities are at best approximations, making these links is a political and bureau-
cratic necessity, given that many jurisdictions accept scores from multiple sources as
meeting their entrance requirements and failure to specify such links may result in
particular tests being excluded from consideration. The tension between profession-
alism and pragmatism is particularly acute when commercial interests are at stake.

A heightened emphasis on score utilization and test consequences influenced by
the work of Messick (1998), Kane (2012), and Bachman and Palmer (2010) is
evident in a growing body of research on washback from high stake admissions
tests (e.g., Green 2007; Wall and Horak 2011) and on score users’ perceptions.
Examples of the latter are studies by O’Loughlin (2011) and Ginther and Elder
(2014) of score users’ understandings and interpretations of TOEFL iBT, IELTS, and
PTE in Australian and American universities. Both studies reveal confusion among
academics regarding the meaning of minimum cut scores set by their institutions and
a tendency to blame the admissions tests for what are perceived to be unduly low
English standards among their students. Such findings highlight the importance of
effective institutional policy-making surrounding admissions test score use. They
also signal the need to build language assessment literacy among score users, an area
that is attracting increasing research attention (e.g., see Inbar 2013).

Alternative Routes for University Admission and Postentry English
Language Assessment

While much attention has been paid to the design delivery and validation of English
admissions tests and to the importance of appropriate uses of test scores, there
remain large numbers of international and other students who enter the university
via pathways which do not require satisfactory performance on a high-stakes
language test. These students may participate in foundational or EAP courses geared
to preparing them for academic study, where satisfactory completion is recognized as
adequate grounds for admission (or provisional admission in some cases). While
there are strong pedagogical arguments for preparatory courses, there is also a risk
that administrators may set entry levels too low with a view to attracting fee-paying
clientele. Prevailing questions for such courses are whether the content and quality
of their in-house formative and summative assessments, which are often designed
by staff without professional expertise in language assessment, are well-suited
to determining readiness for academic entry and whether students perform academ-
ically on a par with those entering via the usual admissions testing pathway
(e.g., Owen 2012; Cross and O’Loughlin 2013; Heitner et al. 2014).
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Regardless of the pathway taken, many students meeting minimum entrance
requirements may face language challenges in higher education. This applies not
only to international students but also to domestic ones, particularly those from low
English literacy backgrounds or who have specialized in school subjects that make
limited language demands. Postentry procedures are therefore needed to determine
who may need assistance and what form this assistance should take. Read (2015)
devotes an entire volume to describing design and implementation issues surround-
ing postentry English language assessments (PELAs), administered to students
following admission to the university, with the aim of identifying those who may
be linguistically at risk, regardless of their language background. Many such tests are
locally developed and function broadly as placement tools to allocate learners to
appropriate English language development programs. Other institutions catering
largely for second language learners make use of generic tools such as Accuplacer
Companion (Johnson and Riazi 2015) or the TOEFL (Kokhan and Lin 2014) for this
purpose. Some PELAs claim to be diagnostic and offer learners the opportunity to
monitor their progress over time (e.g., Urmston et al. 2013). An interesting strand of
recent research, which potentially obviates the need for custom-built postentry
assessments, looks at how tests designed initially for admissions or placement
purposes can be retrofitted to provide more fine-grained diagnostic feedback to
learners (Fox 2009; Jang 2009; Li 2011; Kim 2015).

Whether these diverse approaches to PELA actually achieve their intended
purpose of effectively identifying and addressing language needs requires ongoing
validation efforts that have been slow to emerge in the PELA environment. An
argument-based validation framework for PELAs devised by Knoch and Elder
(2013) positions the testing instrument as only one component of a larger institu-
tional policy and program dedicated to the provision of appropriate interventions for
at-risk students and to the ongoing monitoring of these interventions.

Assessing English Proficiency for University Teaching

In addition to assessments which target the academic English needs of students for
study purposes are those designed to determine whether graduate students or
indeed other nonnative English-speaking staff members employed in English-
medium institutions have adequate oral proficiency for teaching purposes. In the
United States, it has long been the practice to employ international graduate
students as teaching assistants (ITAs), particularly in undergraduate courses in
science, mathematics, and engineering. A variety of solutions have been adopted
for screening and subsequent training of ITAs including the use of existing scores
on the speaking component of an international admissions test like the TOEFL iBT
on the one hand (see validation study by Xi 2008) and, on the other, custom-built
tests developed for local contexts such as the Test of Oral Proficiency (TOP) at the
University of California, Los Angeles (Farnsworth 2013). The chief benefit of
locally developed procedures is that they can target with more precision the
communication skills of particular relevance for teaching. Test results can also
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be better integrated with local instructional programs for those requiring further
training.

In Northern Europe, where increasing numbers of English-medium degree pro-
grams are offered to graduate students, teacher language proficiency assessments
may also be required. One assessment tool used in this context is the Test of Oral
English Proficiency for Academic Staff (TOEPAS), an EAP certification test devel-
oped at the University of Copenhagen that also offers formative feedback on
classroom performance (Dimova and Kling 2015). Even where such feedback is
provided, the authors point out, a test on its own is unlikely to bring about a change
in practice in the absence of appropriate policies incentivizing English language
development. Indeed, there may be resistance to such testing among academic staff
who see such initiatives as imposing native-speaker norms in an English as a lingua
franca environment where such standards are deemed inappropriate and unnecessary
(see further discussion below).

The Role of English in Academic Outcomes

Efforts made to measure the English proficiency of staff and students, whether prior
to or following admission to university, are predicated on the notion that insufficient
English will hamper progress and adversely affect study outcomes. Research into the
predictive power of language tests has however produced mixed findings (e.g., see
Graham 1987; Vinke and Jochems 1993; Allwright and Banerjee 1997; Dooey and
Oliver 2002), showing that language proficiency seldom accounts for more than
10% of variance in academic performance (however measured) and that its role may
vary according to discipline. Many reasons have been proffered to explain this
limited predictive power of language: the fact that language proficiency is only
one of a host of factors contributing to study outcomes, that the contexts of
investigations and the role of proficiency within these contexts varies as does the
size of the student sample investigated, that the proficiency range of the sample is
truncated because only admitted students are included, that the criteria for measuring
success are crude and unreliable, and that the correlational measures normally used
for such studies are difficult to interpret (Cho and Bridgeman 2012).

What also hinders efforts to explore the role of language proficiency in academic
success is a lack of transparency in the mechanisms for assessing academic achieve-
ment in the higher education context (Knight 2002). The diversity of the university
student population poses particular challenges for assessment. O’Hagan (2014), for
example, provides evidence of bias in faculty judgments of essays produced by
students from English- and non-English-speaking backgrounds and a disturbing
level of inconsistency in marks assigned. Weigle (2002) observes a degree of
uncertainty among university assessors about the extent to which English language
issues should figure in evaluations of essay quality.

Such findings raise concerns about the equity and fairness of assessment in the
increasingly internationalized and technology-mediated higher education context
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and suggest that students may be receiving mixed messages about the role of
language in academic performance.

Assessing Language Skills at Exit from the University

Uncertainty among academics about how or indeed whether to attend to language in
assessing disciplinary content may result in students failing to pay due attention to
their English development. While the idea of language intervention to support at-risk
students has been embraced in many English-medium universities, such interven-
tions tend to be confined to the early stages of undergraduate study and not
necessarily embedded within the core academic curriculum. Moreover, feedback
on course assignments varies widely and seldom makes mention of language issues
(O’Hagan 2014). English language development over the duration of an academic
degree program cannot therefore be taken for granted, as a number of recent pre- and
posttest studies spanning different study periods have shown (e.g., Knoch et al.
2015; O’Loughlin and Arkoudis 2009). Of course it must be borne in mind that a
number of factors independent of the academic context, such as attitudes to English
and English speakers and exposure to English outside the classroom, may hinder
language development. On the other hand, it is also conceivable that the general
proficiency tests often used for comparison purposes may be insensitive to students’
growing mastery of discipline-specific language genres.

Be that as it may, some universities have seen fit to introduce exit tests of English
language proficiency to motivate university students to improve their English and to
provide future employers with information about students’ levels of proficiency at
the time of graduation. One such test, expressly designed for this purpose, is the
Graduating Students Language Proficiency Test (GSLPA), a task-based assessment
designed to mirror the demands of Hong Kong work situation (Qian 2007) and to
generate positive washback on teaching and learning in the university context.

More commonly, however, a one-size-fits-all test is used to gauge exit standards,
such as the General English Proficiency Test (Roever and Pan 2008) in Taiwan.
Likewise in those English-speaking countries where exit standards are formally
monitored more often than not it is high currency English admissions tests like
IELTS or TOEFL that are chosen, rather than measures targeting the skills required
for workplace communication. Such tests are not linked to any teaching syllabus
(unlike the College English Test (Zheng and Cheng 2008) in China, for example,
where the goals of language learning and expected levels of proficiency at different
stages of academic study are made explicit). The impact of these high-stakes tests on
the teaching and learning of English in higher education contexts remains uncertain
as does the utility of the information they provide for employers.

The recently launched Global Scale of English (GSE) (http://www.english.com/
gse#.VsuZExEz7ww) may prove useful in this regard. The GSE is a standardized
granular scale (mapped onto the broader CEFR levels) which profiles the English
language learning trajectory of learners in a series of small steps, each linked to a
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precise set of teaching and learning objectives. The Pearson group has developed
versions of this scale for both academic and professional contexts with a view to
measuring and profiling language learning progress in a manner that is meaningful to
users.

Work in Progress

While research into language use in academic settings has informed the design of all
the major English admissions tests, it remains a priority area for research, suggesting
that the quest for authenticity, considered part and parcel of communicative language
testing, is not easily satisfied. Recently funded projects address topics such as
strategy use in IELTS reading test tasks compared with those used in academic
study and the comparability of students’ performance on the various components of
TOEFL iBT with university reading, writing, and speaking requirements. Findings
of such studies serve to explore the construct and content validity of current tasks as
well as to identify areas for test enhancement.

A contentious issue, also connected to the notion of test authenticity, is whether
the norms governing English assessment either before, during, or on completion of
an academic degree are reflective of the current communicative realities in increas-
ingly culturally and linguistically heterogeneous academic contexts where the
majority of students and many staff speak English as an additional language. Work
on English as a Lingua Franca in academic settings (ELFA) (Mauranen 2013) shows
that ELFA interactions tend to be managed in unconventional ways which do not
conform with the native-speaker norms that underlie traditional English language
assessment. Canagarajah (2006) proposes that it is the skills of adaptability, which
language users need to cope with different varieties of English, that should be the
focus of assessment rather than mastery of any single variety. While the implications
of these changes are yet to manifest in operational assessment tools, some current
research, funded under the TOEFL grants program (https://www.ets.org/toefl/grants/
recipients#coe) offers insights into how the measurement of the intelligibility of
different varieties of English might inform the design of listening assessments.
Newbold (2015) considers the possible role of learner and ELF corpora in the
identification of a test construct for oral production. Harding (2015), in a promising
development, lays out a blueprint for the design of purpose-built ELF assessment
tasks, which will be operationalized with examples relevant to the academic
environment.

A further area of current enquiry concerns the alignment between tasks used for
university assessment purposes and language use in professional contexts. One
example is a study by Knoch et al. (2016) which finds considerable dissonance
between the writing demands of the final year of university study and what is
expected of graduating engineering and accounting students in the first year of
their professional working lives. Findings from studies like these have implica-
tions both for the design of university assessment tasks and also for the tests that
are chosen to measure exit standards in higher education. New initiatives such as
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the ACT21S project (Griffin and Care 2015), which attempts to specify in mea-
surable terms the key understandings and skills needed by productive and creative
workers and citizens of the twenty-first century, may assist language assessors in
devising innovative methods of assessment more attuned to future workplace
demands.

Problems and Difficulties

The above overview has uncovered a number of unresolved problems relating to
English assessment in higher education. Perhaps the most central of these is that of
construct representation. How is the complex and multilayered construct of English
proficiency for academic purposes with all its sociolinguistic and disciplinary vari-
ation best represented in a language test? And to what extent should the construct of
academic English be expanded to encompass the language demands of the future
professional settings which students are being prepared for? The shifting formats and
changing content of the various English admissions tests reviewed above reflect
serious attempts to resolve these questions, but convincing evidence that one
approach has greater predictive power than another is lacking and difficult to gather
given the plethora of other variables involved in academic success.

The many alternative pathways to university entry with their different means of
determining linguistic readiness for academic study create further complexity.
Postentry English assessments have attempted to flag linguistically at-risk students
whomight otherwise slip through the net unnoticed, but such tests run the same risks of
construct under-representation as the admissions tests described above, along with the
burden of validity evidence required to support their claim to identify the language
learning needs of a diverse student population with highly variable proficiency profiles.

The extent to which students develop their English language resources during
their time at university is a matter of growing concern. While many universities
acknowledge the importance of providing language enrichment opportunities for
their students, particularly at the early stage of academic study, there is limited
formal monitoring of the effectiveness of the interventions provided. Moreover,
the place of language in assessing achievement within mainstream academic courses
is seldom made explicit either in assessment rubrics or in feedback given to students.
There appears to be a lack of shared knowledge of academic standards as well the
assessment expertise needed to implement valid and consistent evaluation regimes.
Thus, the determination of academic outcomes risks being either a random or biased
process, whereby standards vary wildly and students with limited English may be
unfairly penalized without due acknowledgement of the cause.

Any failure to adequately address the English language needs of the student
population during the course of the academic study cycle in turn creates pressure
when students transition from the university to the workplace where limited English
may put them at a serious advantage. Such pressure is compounded by the fact that
the tasks used in course assignments and the tests used to gauge exit standards are
not always aligned with employers’ expectations.
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Future Directions

It would seem that the key to more valid and useful English assessment in higher
education lies in effective long-term institutional policy-making which puts lan-
guage tests in their rightful place as part of an integrated teaching and learning
program which makes explicit not only the content objectives of courses and the
standards of achievement expected but also the nature and level of English profi-
ciency expected at various points in students’ study trajectory. Effective policy-
making, if concerns for language development are to be anything more than
tokenistic, must stipulate not only the mechanism for ensuring adequate proficiency
at entry but also the means of identifying learning needs and monitoring language
development throughout students’ courses and on graduation. Such policies should
provide the basis for informed choices of assessment tools and intervention strate-
gies as well as outlining strategies for education of score users (including adminis-
trators and academics) in interpreting and acting appropriately on assessment
information.

As for research, it seems that in a world where the nature and modes of language
use are constantly changing, work must continue on construct definition and on the
design of innovative task types and assessment criteria that capture the complex
amalgam of expressive resources, technological know-how, and disciplinary
knowledge and strategies required for effective communication not only in the
academic environment but also in the professional domains that students will enter
on completion of their studies. A key challenge for designing language assess-
ments in higher education is getting the balance right between judgments of the
adequacy of language as vehicle for getting the message across and evaluations of
the quality of the message itself. How these different elements combine and the
weightings accorded to each will depend on the purpose of the assessment and who
stands to benefit from the information the assessment yields – whether this is the
institution making selection or placement decisions, the learner or teacher planning
strategies for language enrichment, the faculty members assessing achievement of
course objectives, or the future employer choosing those who are best equipped for
the communicative demands of their professional role. Different design solutions
and validity evidence are required for each of these purposes to maximize mea-
surement precision and beneficial washback effects. Collaboration between lan-
guage and content experts in these test development and validation efforts is also
essential.

Finally, given the linguistic and cultural diversity characteristic of most
higher education environments, and the fact “no-one is a native speaker of the
specialist domain of academic English “ (Mauranen 2013, p. 13), new assess-
ment tools may need to rely on norms defined not by native speakers but by
competent ELFA users in the context of concern. Whether such norms are
generalizable across different ELFA contexts is a matter for further
exploration.
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Here we present a brief portrait of language assessment in Indigenous contexts in
Australia and Canada – two countries who, despite their distance, share important
similarities in terms of their historical mistreatment of Indigenous peoples and
their languages. Fortunately, both countries are currently experiencing renewed
and increasing interest in Indigenous language revitalization. An examination of
public school curricular documents in Canada reveals increased attention to
development of more Indigenously-informed and innovative assessment prac-
tices. In Australia, while there are community-based programs specifically tai-
lored to language revitalization, formal language teaching contexts programs are
still geared towards students meeting specific linguistic criteria. However, both
contexts reveal a growing acknowledgment of the importance of community
involvement in assessment. An examination of both contexts also reveals the
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Introduction

Despite the distance between them, Canada and Australia share a great deal in terms
of their colonial histories and the resulting treatment of their Indigenous minorities.
Both are widely dispersed in terms of geography and both were home to what was
historically a vast diversity of Indigenous peoples who spoke a large variety of
languages. Both countries have a history of active repression of these languages in
favor of the colonial languages (English, and also French in the case of Canada). The
result has been that many of the Indigenous language varieties have disappeared, and
the remainder are endangered. For example, in Australia, of the original 250–300
languages, only around 100 continue to be spoken, with only 20 still being learned
by children as a first language. In Canada, from hundreds of original languages there
are between 50 and 90 currently being spoken, depending on the source being
consulted; all are classified as endangered by UNESCO (2011; also see Patrick
2010)1. However, with the increasing recognition of the importance of the revital-
ization of Indigenous languages both from a linguistics point of view and for the
well-being of these populations, both of these countries are experiencing renewed
and increasing interest in Indigenous2 language revitalization.

Language assessment has received much less attention than pedagogy in these
initiatives, but an examination of public school curricular documents in Canada
reveals increased attention to development of more Indigenously-informed and
innovative assessment practices. In Australia, while there are community-based
programs specifically tailored to language revitalization, formal language teaching
contexts programs are still geared towards students meeting specific linguistic

1The state of revitalization efforts of Canada’s indigenous languages is covered in greater detail
elsewhere in this Encyclopedia (Also see Onowa McIvor and Teresa L. McCarty).
2In this chapter, the terms Indigenous and Aboriginal are used interchangeably to refer to the First
Nations, Métis and Inuit peoples in Canada. In Australia, following Hudson et al. (2010), the term
Indigenous refers to Aboriginal or Torres Strait Islander people; Aboriginal refers to Australian
Aboriginal people.
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criteria. However, both contexts reveal a growing acknowledgment of the impor-
tance of community involvement in assessment.

The Case of Canada

Background

According to data collected by Statistics Canada in 2011, only about 17% of people
who report an aboriginal identity also report that they can conduct a conversation in
an aboriginal language (Langlois and Turner 2013). This is hardly surprising: from
the early 1900s, an explicit government policy of assimilation led to tens of
thousands of children being removed from their communities and placed in residen-
tial schools, where their languages and cultural practices were suppressed. A recent
Canadian government-sponsored Truth and Reconciliation Commission (TRC) has
documented thousands of reports of this cultural suppression in residential schools,
in addition to other abuses (TRC 2015). Among the report’s 94 recommendations
were several related specifically to language rights, including a call to introduce an
Aboriginal Languages Act and a call to create more postsecondary programs in
Aboriginal Languages (TRC 2015). These recommendations add urgency and atten-
tion to an already growing movement of aboriginal language revitalization in
Canada.

Aboriginal language education in Canada is currently delivered through the
following channels:

• Language and culture programs operated through either public schools (where
numbers warrant) or band-operated (on-reserve) schools

• Bilingual models, primarily in the north, characterized by home language school-
ing in early years followed by a gradual increase in French or English instruction

• Early childhood immersion programs following a language nest model, where
“fluent language speakers (teachers and Elders). . .speak only the First Nations
language to participating children” (Wilson 2004)

• University-level second language courses
• Informal grassroots revitalization initiatives, such as summer language camps,

weekend camps, and courses in “Friendship Centers” in urban areas

Aboriginal language protection in Canada is subject to challenges regarding
jurisdiction. Education is decentralized in Canada, with each province and territory
responsible for developing its own curriculum. However, education on reserves is
also supported through the Federal Ministry of Aboriginal Affairs and Northern
Development (formerly Indian Affairs). While Canadian provinces and territories
have some documents related to Indigenous language curriculum for K-12 public
education, some provinces have ceded jurisdiction for educational content to
reserves.
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Indigenous Language Assessment as Revealed Through
Curriculum Documents

An examination of some provincial and band-created curriculum documents for
public school Indigenous language education reveals some explicit comments on
Indigenous approaches to assessment. Other documents do not reference assessment
directly, instead referring indirectly to the elements of language that are most valued.
Document analysis is limited in providing insight into assessment beliefs and
practices at the tertiary level, however. An examination of ten university syllabi
from across the country reveals that very little explicit detail is provided on evalu-
ation practices. At universities, Indigenous language courses are generally offered
either by departments of linguistics (where course content is focused more on
language analysis) or in teacher education or Aboriginal Studies programs, where
courses are often more conversation-based and can be partially held outside the
classroom on the land. Regardless of the focus of teaching and learning, most
courses included require major written assignments or examinations and are graded
with primarily linguistic criteria.

While all Canadian provinces and territories have an Indigenous language cur-
riculum (See, e.g., The Government of Manitoba 2007; The Government of Ontario
2001; The Government of the Northwest Territories 2015), some are more elaborate
in their discussion of assessment. The Kwayaciiwin Education Resource Centre
(2014a, b), serving over 20 communities in the province of Ontario, provides ideas
on classroom assessment borrowed from the provincial Ministry of Education and
also includes an explicit statement on an Indigenous approach to assessment based
on Apprenticeship pedagogy (See also Government of Ontario 2001).

Other provinces and territories deal with assessment issues indirectly. For exam-
ple, the Government of the Northwest Territories (2015), which supports school
language programs in Dene and Inuit language, contain detailed learning outcomes
by grade level which can be used for assessment purposes. These learning objectives
are linguistic (e.g., “identify word patterns”), functional (e.g., “engage in storytell-
ing”), and behavioral (e.g., “be humble”). In addition, the Western Canadian Proto-
col for Collaboration in Basic Education (2000), which was created with the
collaboration of several western provinces, offers a common curriculum framework
for K-12 and outlines language use as related to “kinship (respect in relationships),
protocol (conduct in ceremonies and social interaction), medicine (personal habits
and practice in relation to health and spiritual gifts), ceremonies (roles and conduct),
copyright (earning the right to knowledge) and oral tradition (expression of knowl-
edge, its forms and ownership)” (p. 15).

There are commonalities found among all these curriculum documents in the
suggested content of assessment as well as the ideal processes for assessment. In
terms of content, value is placed on culturally relevant language functions, such as
using the language to tell stories, to spiritualize, to express emotion, and to joke. In
fact, the use of language for humorous purposes, such joking and teasing, is much
more explicitly valued than one sees in non-Aboriginal Canadian language curricula
(see Spielmann 1998, and Fagan 2001 for discussions of the importance of humor in
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the Canadian Aboriginal context). In terms of the processes of assessment, all the
curriculum documents that were examined emphasize the creation of a positive and
supportive environment for learning, with avoidance of negative feedback. For
example, the Kwayaciiwin documents (2014a) state that “[i]n traditional aboriginal
contexts, there are never any negative communications about slow learners, only
positive acknowledgments of the process each individual makes” (p. 19). Alberta
Education provincial documents (2009), in their discussion of the application of
Cree values to education, state that “[t]his is learning where positive feedback, not
negative, is given” (pp. 4–5), and advise teachers to “[k]eep the evaluation of work
gentle and encouraging” (p. 37). Northwest Territories Inuit language curriculum
documents (1996) state that in traditional Inuit approaches to evaluation, feedback
from adults is always positive.

Another common theme in the Canadian documents – which is less evident in
Australia – is the influence of Master-Apprentice pedagogy on assessment practices.
In Master-Apprentice pedagogy, learners work with teachers to determine individ-
ualized learning paths – which include the nature and timing of evaluation. As stated
in the Alberta Education documents (2009), “The traditional Cree teaching and
learning model emphasizes mastery before evaluation, and within that process the
student is set up for success” (p. 36). The Kwayaciiwin documents (2014a) empha-
size that “[a]ssessment must reflect Indigenous priorities on doing things, inferring
what is known about the process from these active demonstrations. . .. It is common
to work on a skill at the entry level until one or many Elders acknowledge you and
say you are ready to move up” (p. 19).

The Case of Australia

Background

Of the original 250–300 languages spoken in Australia (and almost double the
number of dialects), only around 11% of the Indigenous population report speaking
their traditional language (ABS 2011; McKay 2011). Many of these languages are
only spoken by older people and will cease to be spoken once they pass on; thus, the
imperative for documentation of these languages is critical and has been a major
focus in Australia. Equally critical is the fact that only about 20 traditional Indige-
nous languages continue to be learned by children as a first language, which are
typified by relatively small populations of speakers (Marmion et al. 2014).

As in Canada and the USA, explicit government policies in Australia from the
1890s to the 1970s removed many Aboriginal and Torres Strait Islander children
from their families and situated them in missions, residential schools, or foster
families where their traditional languages and cultures were either explicitly banned
or at best were not nurtured. This contributed significantly to the processes of
language loss.

Indigenous languages in Australia are increasingly taught through various types
of programs, all of which are also found in Canada:
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• Bilingual program in schools in Indigenous communities where the traditional
language is the first language of the children who attend the school

• Second language programs in state schools at both primary (elementary) and
secondary level in some states, as well as some language revitalization programs

• TAFE (Technical and Further Education) institutions, and university-level
courses teaching Indigenous languages

• Community-based language revitalization and reclamation activities, where the
language is highly endangered with very few, if any, remaining speakers

Indigenous Language Assessment as Revealed Through
Curriculum Documents

Indigenous languages are taught in some, but by no means all, universities in
Australia, generally for credit. As in Canada, on the whole, little information is
provided for the assessment of subjects beyond the broad outline of online quizzes,
written assignments, oral assessments, and translations, which are designed to assess
language proficiency (as with other languages), but which also usually include a
component of cultural understanding through written assignments. Some of the
Indigenous languages which are taught as second languages are those which remain
strong and continue to be learned by children in their home communities (e.g.,
Yolngu Matha at Charles Darwin University); others are languages currently under-
going processes of revitalization which are also being learned as second languages
(e.g., Gamilaraay at the University of Sydney; Kuarna at the University of South
Australia).

In Australia, as in Canada, school activities are managed at the state level.
However, a national curriculum is currently in the process of being introduced into
state schools across the country, managed by the Australian Curriculum, Assessment
and Reporting Authority (ACARA). Specific content and achievement standards are
specified at each year level. The ACARA National Curriculum includes a focus on
Indigenous languages as a choice for schools in language education. While the
curriculum documents do not detail assessment items, they do detail the aims of
the courses, which include communication; understanding language, culture and
learning; self-awareness within the language; and understanding language building
and linguistic processes including language revitalization (Australian Curriculum,
Assessment and Reporting Authority 2013, p. 5). The Curriculum also splits lan-
guage learning courses into three strands: first language learner pathway for Indig-
enous children who are learning the language as a first language (e.g., often in
remote communities); language revival learner pathway, where the language is
undergoing processes of revitalization; and second language learner pathway,
where there are available resources and speakers for the language to be learned as
a second language in the school context. The structure of the course and subse-
quently the assessment are catered to suit the strand to which the course belongs.

Each state has its own syllabus documents and currently each adopts its own
approach to the teaching of Aboriginal languages. In New South Wales, which has a
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relatively large percentage of Aboriginal students, schools may elect to teach an
Aboriginal language from K-10, and there are detailed guidelines about how to go
about this. However, Aboriginal languages are not offered in the Higher School
Certificate, which is taken over the last 2 years of school and contributes to
evaluations for university entrance. The stated aim of the Aboriginal languages
syllabus is to support the local Aboriginal communities in the revitalization of
their languages, with the requirement that schools undertake widespread consulta-
tion with Aboriginal communities as well as teachers of Aboriginal languages and
program managers throughout the development of the program. The K-10 syllabus
assessment is designed to enhance teaching and improve learning, engaging students
in “Assessment for learning” in which teachers decide how and when to assess
students to ensure that assessment:

• is an essential and integrated part of teaching and learning
• reflects a belief that all students can improve
• involves setting learning goals with students
• helps students know and recognise the standards they are aiming for
• involves students in self-assessment and peer assessment
• provides feedback that helps students understand the next steps in learning and plan how

to achieve them
• involves teachers, students and parents in reflecting on assessment data. (NSW Board of

Studies 2003, p. 65)

The Victorian Department of Education and Training is currently working to have
every student learn an Indigenous language from Prep (age 5) to year 10 (age 16).
Funding for these programs is included in general school funding (State Government
of Victoria Department of Education and Training 2013). The problematic aspect of
this initiative is that working with a language being revitalized will cost more than a
widely studied language due to lack of speakers, lack of information about the
language, and lack of resources. On a national level, funding for Indigenous educa-
tion is more geared towards closing the gap in terms of English literacy and
numeracy rather than support of Indigenous languages (Standing Committee on
Aboriginal and Torres Strait Islander Affairs 2012). However, there are schemes
such as the Indigenous Language Support program (ILS), which provides funding
for community groups to maintain and revive indigenous languages. This includes
the creation of language learning resources (Australian Government Office for the
Arts n.d.).

In South Australia, a curriculum has been developed for the language
Pitjantjatjara, a central desert language spoken by around 2,000 people. Pitjantjatjara
is taught in the final 2 years of schooling around three main foci: the target language,
regional languages, and Australian languages. Within each of these there are sub-
topics that fall under Understanding Language or Understanding Culture. The final
assessment for this subject is based on five capabilities: communication; citizenship;
personal development; work and learning (with the aim on developing speaking,
listening, reading and writing skills as well as understanding language systems); and
increasing intercultural understandings (School of Languages 2015).
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In the Australian school system, the focus is on learning outcomes, so while
positive feedback is encouraged, quite clear direction is provided about the purpose
of assessment:

[F]eedback that students receive from completing assessment activities will help teachers
and students decide whether they are ready for the next phase of learning or whether they
need further learning experiences to consolidate their knowledge, understanding and skills.
Teachers should consider the effect that assessment and feedback have on student motivation
and self-esteem, and the importance of the active involvement of students in their own
learning. (Board of Studies New South Wales 2003, p. 17)

Other states acknowledge the need for community influence and input during
program design – e.g., the Northern Territory (Northern Territory Department of Edu-
cation n.d.) and Victoria (Victorian Curriculum and Assessment Authority 2009) –
although Victoria is less specific about community input in the creation and evaluation
of assessment.

The Australian National Curriculum encourages self-assessment and peer-
assessment, but there is only minimal opportunity for students to guide their own
learning in an autonomous manner. Most of the state syllabi offer students the
opportunity to select a certain assessment type in order to be assessed on a certain
skill. For example, in the South Australian syllabus, students may choose to com-
plete a data collection assignment and present it in a written, oral, or multimodal
format (South Australian Certificate of Education 2015).

Assessing Indigenous Children in Bilingual Schools
In the Northern Territory, where close to 30% of the population is Indigenous and
often living in remote areas, there has been recognition of the benefits of bilingual
schooling for children attending school with a language other than English. At the
same time, bilingual schooling has been seriously challenged by frequent and rapid
changes of policy (see, e.g., Simpson et al. 2009; Wigglesworth and Lasagabaster
2011). These changes have included a “first four hours of English” policy mandated
in 2008. This policy resulted in many bilingual schools turning to English-only
teaching, since bilingual teaching is not viable where English must be taught for the
first 4 h. While a few schools still teach largely bilingual programs in which children
learn literacy in their L1 for the first 4 years while acquiring English orally, the lack
of available materials and of fully qualified teachers present a challenge. In addition,
assessment of developing literacy in the Indigenous languages is difficult because
the Northern Territory Department of Education has not developed benchmarks for
the assessment of the language or curriculum (Simpson et al. 2009), and therefore
tends to be informal classroom assessment.

Indigenous Language Revitalization Activities and Assessment
in Australia
There is now a considerable number of Indigenous revitalization programs in
Australia, involving community members, linguists, and language centers, many
of which have been recently reported on by Hobson et al. (2010). References to
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assessment practices in these activities are limited. The Resource Network for
Linguistic Diversity (RNLD) assists in revitalization work by providing a program
(called Documenting and Revitalizing Indigenous Languages) involving a range of
activities including workshops, but the program is not formally assessed. RNLD also
runs a Certificate II Language Learning Program with a competency based assess-
ment requiring participants to develop their digital literacy skills through an
immersion-based Master-Apprentice framework.

The Master-Apprentice approach to language revitalization is relatively new to
Australia, with only one well-established program, the Mirima Dawang Woorlab-
gerring Language and Culture Centre in Kununurra, Western Australia, although it is
likely that the workshops being held will result in further programs (Marmion et al.
2014). Olawsky (2013), in detailing the program, identifies a number of approaches
to assessment. Olawsky (2013) points out that in finding speakers to act as the
Master, they needed to be fluent. At the same time, however, it was felt that it would
not be appropriate for senior speakers of Miriwoong to be formally assessed. As a
result, fluency was “defined as a relative criterion based on a combination of self-
evaluation, judgment by other senior speakers, and linguists’ experience in working
with the speakers” (p. 47). As the program expanded, assessment strategies were
developed for apprentices. Because the program is orally based, meaning literacy
levels are not involved, the assessments were conducted in the form of a recorded
interview with a linguist subsequently grading the recording.

University-Community Partnerships in Language Assessment

Both Canada and Australia have seen a recent increase in community-based collab-
orations with university researchers. Academic work on language assessment in
Canada has focused on the development of culturally relevant assessment tools.
Morris and MacKenzie (2013) developed assessment tasks to measure lexical and
morphosyntactic knowledge in child speakers in three Innu communities
(in Northern Quebec and Labrador). They outline their challenges in using linguistic
tools developed for non-aboriginal languages (such as word frequency counts).

Miller (2004a, b) worked with public as well as band-operated schools (schools
which are managed by the local reserve) to develop “a more refined, culturally
appropriate and easily administered assessment tool to determine First Nations
language proficiency” (pp. 8–9). In creating a First Nations Language Benchmarks
document (inspired in large part by the Canadian Language Benchmarks), stake-
holder feedback led to the elimination of less culturally appropriate descriptors (such
as an emphasis on the demonstrating the ability to persuade others).

Jacobs and his colleagues (2015) are currently developing a First Nations lan-
guage assessment tool which is designed to work within a Mentor-Apprentice
(MAP) model. Focusing primarily on listening and speaking, this tool was designed
through a combination of insights from Indigenous second language learning
(ISLL), decolonization theory, and sociocultural second language acquisition
(SLA) theory. In MAP, learners drive the content of learning rather than using a
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predetermined curriculum, so the tool is designed to track progress with blank “I
CAN. . .” statement fields that can be individualized. The tool also includes oppor-
tunities for positive feedback, and has a practical graphical interface “appealing to
Indigenous worldviews of information presentation” (Jacobs et al. 2015, n.d.).

On the other side of the country, Germain and Baker (2016) use a narrative
inquiry methodology to examine the formative assessment practices of Germain’s
nature-based Mi’gmaq kindergarten immersion classroom. This exploration reveals
how Germain’s observations of student language use in the classroom and on the
land inform her decision-making and the evaluation of her explicit and implicit
learning objectives. Critical moments of assessment were identified which reveal the
importance placed on the use of language for reinforcing specific community values,
such as skills on the land, teamwork, and demonstration of respect for Elders.

The Canadian researchers all explicitly state their objective to affect policy
making with their work. Jacobs et al. state that in addition to creating a resource
for teachers, their assessment would “exercise influence on policy making related to
adult Indigenous language learning,” as well as “present these learners as a viable
group contributing to the revival of Indigenous languages in Canada – and else-
where” (2015, n.d.). Morris and MacKenzie (2013) note that in addition to its uses in
developing pedagogy, their Innu language test data can be used “to inform language
of education decisions, [and] to strengthen applications for language maintenance
funding” (p. 171).

A major focus of university-based linguistic work in Australia is on the docu-
mentation of highly endangered Indigenous languages, as attested by numerous
publications and theses. In terms of assessment, McConvell (1994) provided an
early model for the assessment of Indigenous languages through the development of
an instrument developed for Kija, an endangered language spoken in the north of
Western Australia. The instrument was designed around a series of tasks which
involved simple instruction, as well as questions, which could be answered either
nonverbally or without a fluent response, meaning that language knowledge would
not necessarily be underestimated (as would be the case where a fluent response was
required).

More recent approaches to Indigenous language assessment are reported in
Hudson et al. (2010). In particular, Yunkaporta (2010) discusses the importance of
linking cultural and language knowledge, because teaching about “the languages of
the land” [and the] “link to land and country should always be present [to ensure]
cultural integrity” (Yunkaporta 2010, p. 76). He reports the following:

In one school in western NSW some students created a sand painting using Aboriginal
symbols taught by a local Elder. Another group made a story map from a local Dreaming
story, using both pictures and words to show where the main incidents in the story occurred
on country. Later a group of Stage 4 Aboriginal language students studied these images,
linking them to the appropriate words and story in language. They then made message sticks
about a common theme using those images and others to represent language words and
cultural concepts based on the theme of the unit. For oral assessment they were expected to
‘read’ the symbols on the message sticks to the class using only the language words they had
learnt. (Yunkaporta 2010, p. 76)
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In the same volume, Cippolone (2010) details the development of three nationally
accredited qualifications in Indigenous languages, which necessarily include assess-
ment. Part of the assessment involved a 2 day workshop designed to recognize the
prior learning of participants who had previously studied the language. Prior learn-
ing was assessed through challenge test items which were validated by experienced
teachers of second languages who had specialist qualifications in applied linguistics.

Many Indigenous children who are no longer learning their traditional languages
as their first language are now speaking a creole, known in Australia as Kriol, which
is English lexified. Two recent studies have investigated the extent to which Indig-
enous children still recognize and understand words from their traditional language
in an attempt to evaluate the children’s potential passive knowledge of their lan-
guages. Jones and Campbell (2008) argue that assessing children’s receptive rather
than productive skills may provide a more accurate picture of children’s knowledge
of the language since their production may be hampered by the limited input to
which they have access. Meakins and Wigglesworth (2013) evaluated the relation-
ship between the input Gurindji children (who now learn Gurindji Kriol as their first
language) received and their comprehension of a series of vocabulary items. The test
included items which had different levels of frequency in community use, which was
a critical variable in the children’s comprehension. The assessment was based on a
test developed by Loakes et al. (2012) which documents the challenges of develop-
ing and evaluating a suitable vocabulary assessment. These pilot results also pointed
to the importance of frequency in the input.

Conclusion

In both the Australian and Canadian contexts, we found that university researchers
can be useful allies in developing culturally relevant assessment tools and in
promoting the importance of recent language revitalization efforts. In addition,
Indigenous language assessment practices – like pedagogical practices – are becom-
ing more culturally relevant and useful. We found less evidence of this in university-
based language courses, but school curricula are increasingly acknowledging the
following characteristics of an Indigenous approach to assessment:

• The primacy of oral communication
• The importance of collaboration rather than competition, for example, through

peer assessment and collaboratively-produced assessments
• The importance of involving the community in the assessment process

This last characteristic is highlighted here. In Canada, many documents include
the expectation that Elders and other community members will come into the
classroom and participate in assessment. For example, Alberta Education documents
(2009) recommend the creation of a community-based marking method in which
students self-evaluate in collaboration with peers, the teacher, and an Elder. The
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documents state that “[i]t is advisable to involve Kihtêyâyak [Elders] or respected
community members whenever possible in the language evaluation process” (p. 36).
Similarly, in Australia, the Queensland curriculum documents signify the importance
of language learning as part of the language community and acknowledge that
languages belong to the communities, and that these communities, “can define
their Aboriginal and Torres Strait Islander protocols and processes for their lan-
guages and knowledge,” which, in combination with community ideals, “need to be
the foundation upon which Aboriginal and Torres Strait Islander curriculum is
created in this syllabus.” The curriculum states that the syllabus “creates a space
for Aboriginal and Torres Strait Islander communities to self-define the terms of
entry, engagement and exit for schools seeking to meaningfully and mutually inquire
into their knowledge” (Queensland Studies Authority 2010, p. 4).

In both the Australian and Canadian contexts, while Indigenous language revi-
talization is attracting increased attention, many challenges remain, not the least
being effectively communicating to non-Indigenous educators, policy makers, and
other audiences about Indigenous approaches to language assessment. The recent
work of Peter Jacobs and his colleagues (2015) calls attention to this conflict
between “[w]estern notions of what constitutes progress, what is success, what is
valuable about what aspect of learning a language, and. . .more holistic understand-
ings of learning and knowledge found in Indigenous worldviews” (Jacobs et al.
2015, n.d.). These conflicts must be made salient to all stakeholders and addressed
with innovative pedagogies and accompanying assessment practices.
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Utilizing Accommodations in Assessment

Jamal Abedi

Abstract
English language learners (ELLs) usually perform lower than native English
speakers academically mainly due to the language factors. A majority of ELLs
have the content knowledge but are not at the level of English proficiency to
understand teacher’s instruction and test questions. The longer ELL students stay
in English-only (EO) academic environment, the smaller the performance gap
becomes between ELLs and EOs. Therefore, to have equal and fair educational
opportunity for everyone, ELLs must be provided with tools to help them
overcome their language difficulties. These tools often refer to as accommoda-
tions. For example in mathematics assessment, providing glossaries of complex
English terms unrelated to mathematics content or providing customized dictio-
naries where content-related terms are removed are two examples of language-
based accommodations for ELL. Similarly, students with disabilities (SWD) need
accommodations to help them with their disabilities. For example, students who
are hard-of-hearing need hearing aids to deal with their hearing problems.
However, accommodations that are provided for ELLs and SWDs should only
help them deal with limited language proficiency (for ELLs) and disabilities, not
to provide unfair advantage to the recipients. If they do, then the accommodated
assessment outcomes will not be valid. Therefore, effectiveness and validity are
two important characteristics of all forms of accommodations. An accommoda-
tion is effective if it helps remove the construct-irrelevant sources and make
assessments more accessible for the recipients and is valid if it does not alter
the focal construct.
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Introduction

A fair assessment and accountability system in many countries requires that all
students be included in large-scale national and local assessments. However,
research clearly demonstrates a substantial performance gap between those for
whom the assessment language is a second language and those students who are
native speakers of the assessment language, particularly on academic subjects that
are high in language demand (Abedi 2006a). The literature suggests that this
performance gap is explained by many different factors including parent education
level and support, SES, the challenge of second language acquisition (Hakuta et al.
2000; Moore and Redd 2002), and a host of inequitable schooling conditions
(Gándara et al. 2003). Yet, it is also often the case that the measurement tools are
ill-equipped to assess the skills and abilities of second language learners. To offset
these challenges, nonnative speakers of the assessment language are provided with
“test accommodations.”

Accommodations are used to make assessments more accessible for English
language learners and students with disabilities and to produce results that are
reliable and valid for these students without altering the focal construct (Abedi and
Ewers 2013).

Test accommodations refer to changes in the test process, in the test itself, or in the
test response format. The goal of accommodations is to provide a fair opportunity for
nonnative speakers of the assessment language and students with disabilities to
demonstrate what they know and can do, to level the playing field, so to speak, without
giving them an advantage over students who do not receive the accommodation.
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The issues concerning accommodations are important in all countries where there
are students who do not have high proficiency in the language of instruction and
assessment in schools; usually these are immigrants and indigenous groups. Since
researchers in the USA have conducted more research on accommodations than
many other countries, in this chapter we present an overview of major research
findings that are reported in the American research journals for English language
learners (ELLs).

Literature has clearly demonstrated that there are many accommodations cur-
rently used for ELLs and students with disabilities. However, care must be exercised
in selecting appropriate accommodations. The literature suggests that many of the
accommodations created and used for students with disabilities are used for ELLs
without any evidence of effectiveness of these accommodations for this group of
students. ELL students need language-based accommodations to facilitate their
understanding of teachers’ instruction and language of test items (Abedi 2012;
Abedi and Ewers 2013).

To be useful and to provide reliable and valid assessment results, accommoda-
tions must meet the following major conditions (for a more detailed discussion of
these conditions see Abedi 2012):

Based on extensive literature review on accommodations for ELLs and students
with disabilities (SWDs), Abedi and Ewers (2013) provide five important conditions
under which accommodations can be validly used for ELLs and SWDs. These
conditions include: (1) Effectiveness, (2) Validity, (3) Differential Impact, (4) Rele-
vance, and (5) Feasibility. Below is a short description of each of these five
conditions.

Effectiveness

Accommodations must be effective in making assessment more accessible to the
recipients by controlling for the construct-irrelevant factors. For example, ELL
students need assistance in language of instruction and language of assessments
particularly when the language is unnecessarily complex. Accommodations such as
glossary of uncommon or difficult vocabulary, native language assessment, and
customized dictionaries would be quite helpful and effective. For example, Li and
Suen (2012) using a meta-analysis approach found some of these accommodations
improved performance of ELL students while not impacting the performance of
non-ELLs. However, the authors indicated that the level of impact on ELLs was not
substantial (0.156 standard deviation). Wolf and her colleagues (2012) examined the
effectiveness of read-aloud and glossary accommodations in making assessments
more accessible for ELL students. The authors found no significant impact of
including a glossary, but they found some impact of read-aloud strategies and
significant interaction between students’ prior knowledge and accommodations
(see, also Willner et al. 2009).
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Validity

An accommodation can be valid if it does not alter the focal construct or provide
unfair advantage to the recipients so that the outcomes of accommodated and
nonaccommodated assessments should be comparable and combinable. Invalid
accommodations affect the outcome of assessments for individual students as well
as for the group in which students belong. If accommodations affect the construct,
then the accommodated and nonaccommodated assessments cannot be aggregated.
Studies have found that some forms of accommodations may alter the construct
being measured (see, for example, Abedi et al. 2004). For example, providing a
published dictionary may affect the measurement of the construct, since it may
provide content-related information which students can use to answer the questions.
Abedi et al. (2004) found that providing a glossary plus extra time increased
performance of non-ELL students for whom the accommodation was not intended,
thereby increasing the performance gap between ELL and non-ELL students. Thus,
the validity of many commonly used accommodations is questionable. Unfortu-
nately, research on the validity of accommodations is very limited and the validity of
only a handful of accommodation strategies used for ELL students have been
experimentally examined (Abedi et al. 2004; Francis et al. 2006; Sireci et al. 2003).

The best and the most straight approach in examining the validity of accommo-
dation is to randomly assign non-ELL students (who do not need accommodations)
to a treatment group where they are tested under an accommodation or to control
group where they are tested under standard condition without any accommodations.
If non-ELLs who are tested under the accommodation perform significantly different
under the accommodated condition, then the accommodation does more than what is
supposed to do, i.e., it changes the focal construct. Kieffer et al. (2009) examined the
effectiveness and validity of accommodations using a meta-analytical approach.
They found that none of the seven accommodations used in this study alter the
focal construct, therefore, they can be used without being concerned about the
validity of these accommodations.

Differential Impact

To be effective and useful, an accommodation should fit with student’s background
characteristics and their academic standing, i.e., one size may not fit all. The ELL
population is quite diverse and consists of students with very different academic,
personal, and family backgrounds. For example, they are different in terms of their
proficiency in their native (L1) and English (L2) languages. Some of them are quite
proficient in both L1 and L2, some are more proficient in one, and some are not
proficient in either. They are also different in their levels of content knowledge. For
example, Wolf et al. (2012) found that some of the accommodations they used are
more effective for students with content knowledge.
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Relevance

Accommodations used for ELLs should be consistent with their academic back-
grounds and needs. Many accommodations that are used for ELLs were initially
created for and used by students with disabilities. Later in this chapter, we will
provide examples of these accommodations. The most relevant accommodations for
ELL students are language-based accommodations because that is what ELL stu-
dents need. For example, ELL students have difficulty with the test items that have
complex linguistic structure; therefore, accommodations such as providing glossa-
ries of noncontent terms and customized dictionaries would be more relevant.

Feasibility

An accommodation must be logistically feasible to implement during assessments.
Accommodations that are effective and provide valid results may be selected
because of difficulty in administration. For example, one of the accommodations
used for ELLs are providing them with commercial dictionaries. There are two ways
this accommodation is implemented, either students bring their own dictionary or a
standard one is provided to them by test administrators. The first option adds a
construct-irrelevant factor, which are the differences between individual students’
dictionaries. The second option has its own problem of delivering and collecting
dictionaries. Furthermore, another example we can discuss is the application of
computer testing, which could be a burden if a school lacks funding for adequate
computer resources. One-on-one testing may also be logistically challenging in
large-scale assessments.

Accommodations that meet all the five requirements discussed above, particularly
effectiveness and validity, can provide assessments that are more accessible for ELLs
and students with disabilities (SWDs) without altering the focal construct. Such
accommodations may also be considered for all students as accessibility features
because they control for sources of construct-irrelevant factors.

As briefly mentioned above, the effectiveness, validity, and differential impact of
accommodations can be examined through a randomized controlled trial (RCT)
experiment in which most of the accommodations can be randomly assigned to
students. As such, sources of threats to internal and external validity of the exper-
iment can be controlled. In this experiment, ELL and non-ELL students are ran-
domly assigned to the accommodated and nonaccommodated conditions that allows
for the examination of effectiveness and validity. For example, if accommodated
ELL students performed better than nonaccommodated ELLs in a content area such
as mathematics, then the accommodation is considered as “effective.” On the other
hand, if non-ELLs under accommodation perform higher than non-ELLs who are
tested under the standard testing condition with no accommodation, then the accom-
modation is believed to have altered the focal construct.
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Early Developments

Historically, the concept of accommodations was first introduced in the field of
special education. Many students with disabilities need specific forms of assistance
in the classroom setting to deal with their disabilities, i.e., to level the playing field.
For example, deaf and hard-of-hearing students need hearing aids to offset the effect
of their inability to hear at the same level as regular students. Similarly, blind or
visually impaired students need to use the brail version of a test or vision aids to be
able to read the test items. These accommodations are used to increase equity in the
classroom as well as in assessments. The concept of accommodations was then
extended to ELLs. Unfortunately, however, not only the concept of accommodations
but also the strategies that were created and used for students with disabilities were
used for ELL students, many of which may not be relevant for these students.

By definition, accommodations are used for students with disabilities (SD) to
assist them with their disabilities. For ELL and nonnative speakers of the assessment
language the goal of accommodations is to help with second language needs.
Another goal is to reduce the performance gap between SD/ELL and non-SD/non-
ELL students, without jeopardizing the validity of assessments. In the USA, there are
many forms of accommodations which are used for both ELL students and students
with disabilities in different states (Abedi et al. 2000; Rivera et al. 2000; Thurlow
and Bolt 2001). Yet, as will be shown below, there is little evidence to support the
effectiveness and validity of assessments using these accommodations.

Major Contributions

As noted above, the main focus of this chapter is on accommodations for ELL
students in the USA. However, a short discussion on accommodations for students
with disabilities must be included as well, due to some historical connections
between the accommodation policies and practices for these two subgroups of
students. In fact, some accommodations that are currently used for ELL students
were initially developed and used for students with disabilities (see, for example,
Rivera et al. 2000).

Review of literature on accommodations suggests that: (1) existing research on
some forms of accommodations is not conclusive, and (2) for many forms of
accommodations used by different states there is very limited empirical data to
support their validity. It should be noted that the term “validity of accommodations”
is used here within the general framework of assessment; therefore, validity of
accommodations refers to the “validity of accommodated assessments.” In other
words, an accommodation strategy may not be valid or invalid unless it is considered
within the assessment framework. In presenting the research summary it will be
shown that: (1) some accommodations that are used for ELL students are designed
for students with disabilities and are not relevant to ELL students, and (2) in some
cases, findings from different studies about accommodations are not consistent.
Below is a summary of research for some commonly used accommodations.
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Braille is used for students with blindness or significant visual impairments.
Braille versions of a test may be more difficult for some items than other items
such as items with diagrams and/or special symbols (Bennet et al. 1987b, 1989;
Coleman 1990). This is clearly an accommodation for SD (blind) students only.

Recently two consortia of states (Smarter Balanced and the Partnership for
Assessment of Readiness for College and Careers [PARCC]) developed computer-
based assessments, and states will shift from paper-and-pencil mode to computer-
administered assessments. Computerized Assessment is especially helpful for stu-
dents with physical impairments that have difficulty in responding to items in a
paper-and-pencil format. Some studies suggest that this accommodation increases
the performance of students (Russell 1999; Russell and Haney 1997; Russell and
Plati 2001). Other studies have not found computerized assessments to be effective
(Mac Arthur and Graham 1987), or not as effective as traditional assessments
(Hollenbeck et al. 1999; Varnhagen and Gerber 1984; Watkins and Kush 1988). In
a study with grade 4 and 8 students in mathematics, Abedi et al. (see, Abedi et al.
2004) found that computerized assessments can be highly effective in making tests
more accessible to ELL students. The study did not find any validity issues with the
computerized assessment suggesting that the computerized assessment did not
impact the assessment of focal construct.

Dictate Response to a Scribe (someone writes down what a student dictates with
an assistive communication device). This accommodation has been shown to have
an impact on the performance of students with learning disabilities (Fuchs et al.
2000; Mac Arthur and Graham 1987). Tippets and Michaels (1997) found this
accommodation, in combination with other accommodations, such as read aloud
and extended test time helps students with disabilities. However, there are concerns
over the validity of this accommodation. Koretz (1997) found this accommodation
helped students with learning disabilities; however, Thurlow and Bolt (2001)
recommended that if students are unable to handwrite but can efficiently use a
computer, the use of a computer should be considered.

Extended Time. This is one of the most commonly used accommodations. Under
this accommodation, students receive extra time (usually 50% more time) to respond
to the test items. It is used for both English language learners and students with
different types of disabilities. Thurlow et al. (2000) suggested that disagreement
between states may be a concern regarding the validity of extended time accommo-
dation. Chiu and Pearson (1999) found extended time to be an effective accommo-
dation for students with disabilities, particularly for learning disabilities. Some
studies found extended time to help students with disabilities in Mathematics
(Chiu and Pearson 1999; Gallina 1989). However, other studies did not show an
effect of extended time on students with disabilities (Fuchs et al. 2000; Marquart
2000; Munger and Loyd 1991). Studies on the effect of extended time in language
arts did not find this accommodation to be effective (Fuchs et al. 2000; Munger and
Loyd 1991). Some research studies showed that extended time affects the perfor-
mance of both SD and non-SD students, and therefore makes the validity of this
accommodation suspect. For ELL students, research on extended time has produced
mixed results. Abedi et al. (2004) found no effect of extended time for ELL students.
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On the other hand, Hafner (2000) found extended time to be an effective accommo-
dation for ELL students.

It must be noted at this point that many school districts in the USA allow
unlimited time in taking both Title I and Title III assessments (Rivera and Collum
2006) under the No Child Left Behind (NCLB 2001) accountability requirements.
That is, the state tests are often considered as power tests and not as speed tests.
Therefore, extended time is not viewed as an accommodation and consequently there
is no concern over the validity of assessments using extended time since everyone
receives extra time in testing.

Interpreter for Instructions. In this accommodation an interpreter translates test
instructions in sign language. This accommodation is recommended for students
with hearing impairments. Adaptations in the presentation of directions may help
deaf children score the same as other students (Sullivan 1982).

Large Print is used for students with visual impairments. Research has indicated
that this accommodation has helped reduce the performance gap between students
with visual impairments and students without disabilities (see, for example, Bennet
et al. 1987a). The results of a study by Bennet et al. (1987b) revealed that using this
accommodation for visually impaired students does not affect the construct under
measurement. Other studies suggest that extra time may be needed with this accom-
modation (Wright and Wendler 1994). Large print has also been used for students
with learning disabilities. Several studies have shown no impact of this accommo-
dation for students with learning disabilities. One study, however, showed that large
print helps students with learning disabilities (Perez 1980). This accommodation has
also been used for ELL students (Rivera 2003; Sireci et al. 2003) although it is not
clear how relevant this accommodation is to ELL students.

Allowing students to mark answers in test booklet, rather than on an answer sheet is
another commonly used accommodation. This accommodation can be used for students
who have a mobility coordination problem. Some studies on the effectiveness of this
accommodation did not find significant difference between those students tested under
this accommodation and those using separate answer sheets (Rogers 1983; Tindal et al.
1998). However, other studies found lower performance for students using this accom-
modation (Mick 1989). In fact, many school districts in the USA have used this
accommodation for ELL students (Rivera 2003), yet there is no evidence on the
relevance or effectiveness of this accommodation for ELL students.

Read Aloud Test Items are used by students with learning disabilities and students
with physical or visual impairments. While some studies found this accommodation
to be valid in mathematics assessments (Tindal et al. 1998), others have concerns
over the use of this accommodation on reading and listening comprehension tests
(see, for example, Burns 1998; Phillips 1994) since this accommodation may impact
the validity of assessment by altering the construct (see also Bielinski et al. 2001;
Meloy et al. 2000). Read aloud as an accommodation has also been used for ELL
students in the USA (Rivera 2003), again, without any indication of the relevance or
effectiveness of this accommodation for this group of students.
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Reading or Simplifying Test Directions is appropriate for students with reading/
learning disabilities. A study by Elliot et al. (2001) suggested that this accommoda-
tion affects performance of both students with disabilities and students without
disabilities. There are therefore concerns over the validity of this accommodation
especially since it has also been used frequently for ELL students; the use of this
accommodation is of particular concern in reading assessment.

Test Breaks where students receive multiple breaks during the testing session
can help students with different forms of disabilities. A study by DiCerbo et al.
(2001) found that students tested under the multiple-breaks administrations
obtained significantly higher scores than those tested under standard testing
conditions with no additional breaks. The study also showed that middle and
low-ability readers benefited more from this accommodation than high-ability
readers. However, another study (Walz et al. 2000) found that students with
disabilities did not benefit from a multiple-breaks test administration while stu-
dents without disabilities did. These results show quite the opposite of what is
expected of valid accommodations. Sometimes test breaks as a form of accom-
modation has been recommended for ELL students (Rivera 2003) as it may help
some ELL students but may not be relevant for other ELLs since it does not
address their English language needs.

Providing an English dictionary and extra time (Abedi et al. 2004; Hafner 2000;
Thurlow 2001) was found to affect performance of all students (see also, Maihoff
2002; Thurlow and Liu 2001). This suggests that the results of accommodated and
nonaccommodated assessment may not be aggregated.

Translation of Assessment Tools into Students’ Native Language may not pro-
duce desirable results and may even provide invalid assessment results if the
language of instruction and assessment is not aligned (Abedi et al. 2004).

As noted earlier, in spite of the concerns expressed by researchers over the
validity, effectiveness, and feasibility of some forms of accommodations, these
accommodations are used frequently by states and districts across the USA. That
is, decisions on the type of accommodations for English language learners and
students with disabilities do not seem to have been influenced much by the research
findings.

Accommodation Issues for English Language Learners: Accommodations are
meant to “level the playing field” for ELL students by accommodating their potential
language limitations in an assessment. Unfortunately, there are major equity issues
with many of the accommodations used for ELL students. The practice of using
accommodations for ELL students that are initially developed for students with
disabilities (Rivera et al. 2000) is extremely problematic as some accommodations
that are used for students with disabilities are not relevant for ELL students. For
example, using large print may be an effective accommodation for some students
with visual impairments while ELL students need specific accommodations to
address their linguistic needs. As discussed above, there are major issues concerning
accommodations for both ELLs and students with disabilities. While these issues
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deserve equal attention for both SD and ELL students, the focus in the next section
will be on accommodation issues for ELL students.

Work in Progress

As the number and percentage of English language learners increase in the USA,
assessment equity and validity are becoming priorities for educational policymakers.
Between 1990 and 1997, the number of US residents born outside the country
increased by 30%, from 19.8 million to 25.8 million (Hakuta and Beatty 2000).
According to the National Clearinghouse for English Language Acquisition, over
4.5 million Limited English Proficient (LEP) students were enrolled in US public
schools in 2000–2001, representing nearly 10% of the nation’s total public school
enrollment for prekindergarten through Grade 12 (Kindler 2002).

To reduce the impact of language factors on the assessment outcome of ELL
students, assessment in students’ native language has been proposed as an accom-
modation. While this seems to be an attractive idea and many districts and states in
the USA use this approach, research results do not support its fairness (Abedi et al.
2004). One major issue here is the possibility of lack of alignment between the
language of instruction and language of assessment. If the language of assessment is
not the same as the language of instruction, then the assessment outcome may be
even less valid, again raising fairness as a serious issue. For example, when a native
Spanish speaker learns content-area terminology in English, but is tested in Spanish,
the outcome of the assessment may not be valid due to the student’s lack of content
terminology knowledge in Spanish. A student may be a fluent speaker of a language
but not necessarily proficient in the academic language of his or her native language.

Some educational researchers and policymakers suggest that rather than testing
students in their native languages (L1), they should be assessed by providing them
with language accommodations such as a customized dictionary or a linguistically
modified version of the test to help them with their English language needs. This
seems to be a reasonable approach if the focus is on learning English as quickly as
possible. However, others argue that students’ knowledge of their first language
could benefit their academic progress, and testing them in English may not properly
utilize their knowledge of L1.

Problems and Difficulties

The purpose of testing accommodations is to assist students with certain limitations
that they might have and provide them with a fair assessment. It is therefore
important to examine the appropriateness, effectiveness, validity, and feasibility of
accommodations for the targeted student populations.

Appropriateness. How appropriate are accommodations that are provided for
ELL students? Since the common characteristic that distinguishes ELLs from
non-ELL students is their possible limitation in English proficiency, it is reasonable
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to expect that accommodations that help ELL students with their language barrier
would be the most relevant. However, in many places, the current practice of
accommodations for ELL students is to simply use accommodations that are easily
available or those that decision makers find relevant. These accommodations may
not always be appropriate for these students. For example, Rivera (2003) presented a
list of 73 accommodations that are used nationally for ELL students. Our analyses of
these accommodations (Abedi 2006b) revealed that of these 73 accommodations,
only 11 (15%) of them were highly relevant for ELL students in providing assistance
with students’ language needs. The list included accommodations such as:

• Subtests flexibly scheduled
• Tests administered at a time of day most beneficial to test-taker
• Tests administered in small groups
• Tests administered in a familiar room
• Colored stickers or highlighters for visual cues provided
• Copying assistance provided between drafts
• Test-taker types or uses a machine to respond (e.g., typewriter/word processor/

computer)
• Test-taker indicates answers by pointing or other method
• Test-taker verifies understanding of directions

Since none of these accommodations address ELL students’ language needs, they
may not be adequate or appropriate for these students. The National Assessment of
Educational Progress (NAEP) also uses some accommodations that, at face value,
are not very relevant to ELL students’ language needs. For example, among the
accommodations NAEP used for ELL students in the 1998 civics assessment were
large print, extended time, reading questions aloud, small group testing, one-on-one
testing, and scribe or computer testing (see Abedi and Hejri 2004). While some of
these accommodations may be helpful for students with disabilities, they may not be
effective for ELL students. Studies have found that the provision of accommodations
in NAEP increased the inclusion rate of these students (Mazzeo et al. 2000).
However, research has shown that accommodations did not increase ELL student
scores on the NAEP; that is, providing accommodations did not reduce the perfor-
mance gap between ELL and non-ELL students. For example, no statistically
significant differences were found between the performance of accommodated and
nonaccommodated ELL students in the 1998 NAEP main assessments in reading,
writing, and civics for students in fourth and eighth grades (Abedi and Hejri 2004).
Among the most likely explanations for this is the lack of relevant accommodations.
As indicated earlier, if the accommodations provided to ELL students have no
relevance to their needs (mainly English language proficiency), then one would
not expect any positive impact of accommodations on the outcome of assessments.
Examples of relevant accommodations for ELLs and nonnative speakers of the
assessment language include providing a glossary of noncontent terminology or
modifying complex linguistic features as these accommodations directly address
ELL students’ language needs.
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Another major issue in the provision of accommodations in NAEP was the very
small number of ELL students who were accommodated. In the main NAEP
assessments, the number of ELL students who were included in the study comprised
between 7% and 8% of the sampled students, but only a fraction of these students,
who had been accommodated by their schools in earlier assessments, received
NAEP accommodations. For example, in the main assessment of the 1998 Grade
4 reading test, 934 ELL students were included, but only 41 (4%) of them were
provided with accommodations. In the Grade 8 sample, 896 ELL students were
included, but only 31 (3.5%) were accommodated. Similarly, in the 1998 main
assessment in civics, 332 ELL students in Grade 4 were included and only
24 (7%) were accommodated. In the same assessment, 493 ELL students were
included in Grade 8, but only 31 (6%) were accommodated (Abedi and Hejri 2004).

Future Directions

Research-supported accommodations. The main goal of an accommodation is to
make assessments more accessible across subgroups of students who otherwise
could be affected unfairly by many nuisance variables that would make the assess-
ment unfair and invalid. The discussion above casts doubt over the ability of many of
the current accommodation practices to reach this important goal. There is no firm
evidence to suggest that the accommodations used widely by school districts are
effective, feasible, and valid. However, results of recent studies introduce some
accommodation strategies for ELL students that, in addition to being valid, are
also effective in reducing the performance gap between ELL and non-ELL students
in content-area assessments.

One major assessment issue is that a student’s level of proficiency in the language
of assessment may severely impact the validity of the assessment results. Students
may have the content knowledge (e.g., in math and science) in their native language
but may not be fluent enough in the language of assessment to express their
knowledge on a test. To reduce the impact of language factors on the assessment
outcomes of students, the linguistic modification of test items has been proposed in
the literature (see, for example, Abedi et al. 1997). A linguistic-modification
approach helps test developers reduce the level of unnecessary linguistic complexity
in test items by controlling for sources of linguistic complexity (for a detailed
description of linguistic modification approach, see Abedi 2006a).

Earlier in this chapter research-based evidence about accommodations was
presented. This evidence raises concerns about the validity of the accommodations
used in schools for ELL students. The main question for the future is whether there
are accommodations that would be beneficial to ELL students but do not affect the
construct under measurement. Below is a short survey of accommodations that
studies have shown to be effective and valid.

Recent studies at the National Center for Research on Evaluation, Standards, and
Student Testing (CRESST) have examined several different forms of accommoda-
tion. Abedi et al. (2004) and Maihoff (2002) examined the linguistic modification
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approach and found it to be an effective and valid accommodation in the assessment
of ELL students. Rivera and Stansfield (2001) found this accommodation to have no
impact on the non-ELL student group suggesting that the accommodation is valid for
ELL students. With this approach, simpler versions of items with language that
might be difficult for students were drafted; the task remained the same, but
noncontent vocabulary and unnecessary linguistic complexity were modified (see
Abedi 2006a, for further discussion of the nature of and rationale for the linguistic
modifications). These studies compared student scores on NAEP test items with
comparable modified items in which the mathematics tasks and mathematics termi-
nology were retained but the language and/or linguistic structures were modified.

Following are a few examples of studies on the effectiveness and validity of the
linguistic modification approach as a form of accommodation for ELL students.
Abedi and Lord (2001) examined the effects of this accommodation with 1,031
eighth grade students in southern California. Test booklets with either original
English versions or modified English versions of the items were randomly assigned
to the students. The results showed significant improvements in the scores of
students in low- and average-level mathematics classes who received the booklets
with linguistic modifications. Among the linguistic features that appeared to con-
tribute to the differences were low-frequency vocabulary and passive voice verb
constructions. English language learners and low-performing students benefited the
most from the linguistic modification of test items.

In another study, Abedi et al. (2004) examined the impact of linguistic modifica-
tion on the mathematics performance of English learners and non-English learners.
Using items from the 1996 NAEP Grade 8 Bilingual Mathematics booklet, three
different test booklets (Original English, Modified English, and Original Spanish)
were randomly distributed to a sample of 1,394 eighth grade students in schools with
high enrollments of Spanish speakers. Results showed that language modification of
items contributed to improved performance on 49% of the items. The students
generally scored higher on shorter problem statements.

A third study (Abedi et al. 2004) examined the impact of four different forms of
accommodation on a sample of 946 eighth grade students tested in math. The
accommodations were (1) Modified English, (2) Extra Time only, (3) Glossary
only, and (4) Extra Time plus Glossary. These four accommodation types, along
with a standard test condition, were randomly assigned to the sampled students.
Findings suggested that some accommodations increased performance of both
English learners and non-English learners, compromising the validity of the assess-
ment. Among the different options, only the Modified English accommodation
narrowed the score gap between English language learners and other students.

Other studies have also employed the language modification approach. Kiplinger
et al. (2000) found linguistic modification of math items helpful in improving the
math performance of ELL students. Maihoff (2002) found linguistic modification of
content-based test items to be a valid and effective accommodation for ELL students
in math. Rivera and Stansfield (2001) compared English language learner perfor-
mance on regular and modified fourth and sixth grade science items. Although the
small sample size did not show significant differences in scores, the study
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demonstrated that linguistic modification did not affect the scores of English-
proficient students, indicating that linguistic modification is not a threat to score
comparability.

While the current prevalent trends in accommodation practices are not supported
by research (Solano–Flores and Trumbull 2003), there is growing evidence that
states are paying more attention to research findings on the effectiveness and validity
of accommodations. The increasing use of research-supported accommodations for
ELL students (such as linguistic modification of items) is encouraging. This trend
may result in fairer assessments for ELL students.

English language learners and students with disabilities are faced with many
challenges in their academic career and need special attention. For ELL students, the
challenge of learning English and at the same time competing with their native
English speaking peers in learning academic concepts in English is enormous.
Similarly, for students with disabilities, it is quite challenging to learn at the same
rate as their nondisabled peers given their disabilities. Even more serious is the case
of ELL students with disabilities. These students are faced with dual challenges –
learning a new language and dealing with their disabilities. Such inequity in educa-
tional opportunity creates a substantial performance gap between these students and
their peers. While accommodations are provided to offset these challenges, it has
been shown that these accommodations are often not relevant or helpful and have
limited supported research. It is especially important that accommodations for ELL
students must be language related in order to be effective in making assessments
more accessible for these students.

One of themajor issues for the future is the need to expand the research in the area of
accommodations as there is not enough research to judge the effectiveness and validity
of many of the existing accommodations for both SD and ELL students. For example,
score comparability is highly related to the outcome of accommodated assessment. If
provision of accommodation alters the construct being measured, then accommodated
assessment outcomes may not be valid and as a result the accommodated and
nonaccommodated assessment outcomes cannot be aggregated. Additional research is
needed to help schools choose the best accommodations and to ensure that the outcome
of accommodated and nonaccommodated assessments can be aggregated. Recent
publications reporting results of research on accommodations for ELL and SD students,
including the taxonomy of accommodations provided in Rivera and Collum (2006),
could help schools make better choices in selecting existing accommodations rather
than using a common sense approach in their decisions.

However, it must be noted at this point, that some accommodations may have a
limited impact on assessment outcomes and may only be considered a quick fix
because they may not be able to systematically address the underlying issue of
equitably assessing immigrants and ELL students in providing an assessment in the
appropriate language. Other accommodations may help make assessments more
accessible – and consequently more valid and fair – for immigrants and ELL
students. For example, Levin et al. (2003) found that if bilingual students were
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able to take a test in both of their languages, their performance improves because
they construct meaning in two languages rather than one. Findings of a study by
Levin and Shohamy (2007) indicated that “immigrants, rather than being deficient
[in terms of their language resources] have a clear advantage that should be included
in an expanded view of the construct of academic language” (p. 19). Obviously, the
native language assessment is effective under the condition that the language of
instruction and the language of assessment are aligned.

Abedi and Ewers (2013) provided detailed description of the effectiveness and
validity of accommodations used for English language learners and students with
disabilities and, based on an extensive literature review and experts’ advice, created
a Research-Based Decision Algorithm based on which decisions can be made on
which accommodations can best fit their students with particular academic back-
ground backgrounds. The authors created a coding system with the following five
categories: (1) “Use,” (2) “Use/Low Evidence,” (3) “Not Use,” (4) “Unsure,”
(5) “Unsure/Low Evidence Needed,” (6) “Unsure/Moderate Evidence Needed,”
and (7) “Unsure/High Evidence Needed.”

Accommodations that are labeled as “Use” are supported by a preponderance of
evidence on their effectiveness and validity and they are judged to be relevant and
feasible. As an example of accommodations labeled as “Use” Linguistic modifica-
tion of the assessments can be use. In this approach, linguistic complexities that are
judged by content experts to be irrelevant to the focal construct are removed or
simplified. Different studies have confirmed that this accommodation does not alter
the focal construct.

It is also important to understand how instruction and assessment interact.
Students can benefit more when accommodations are provided under both assess-
ment and instruction conditions. This combination provides an opportunity for
bilingual and ELL students to become familiar with the accommodations that are
used in their assessments.

The concept of academic language is an extremely important consideration when
dealing with the assessment of immigrants and English language learners in content-
based areas such as math and science. While everyone, particularly immigrants and
ELL students, can greatly benefit from assessments with clear language, these
students must also be familiar with the language that facilitates content learning, i.
e., academic language. For example, as Levin and Shohamy (2007) pointed out,
content literacy, rather than language per se, greatly impact students’ performance in
content-based areas. For example, Levin and Shohamy indicated that, “not only the
vocabulary and symbols but also the norms, values, and conventions that are
characteristics of the discipline” (p. 18).

Finally, the differential item functioning (DIF) approach may help identify
specific items that discriminate against students who are not proficient in the
language of assessment. The effectiveness of accommodations can then be examined
on test items that exhibited a high level of DIF (C-DIF) (see, for example, Uiterwijk
and Vallen 2003).
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Assessing the Language of Young Learners

Alison L. Bailey

Abstract
Developmental realities of young language learners (approximately ages 3–11
years) pose unique and challenging considerations for oral and written language
assessment. This chapter first addresses construct definitions important for
establishing a common understanding of language testing with young children.
Both type (e.g., summative, formative) and purpose (e.g., accountability, diag-
nostic) of language testing commonly used in preschool and elementary (primary)
school contexts are discussed. Developmental and cultural factors that need to be
taken into account in assessing young learners are addressed. I conclude with
work in progress and future directions for language test development involving
empirically derived trajectories of language development, accounting for the
intersection of language and content learning, the professional development of
teachers around language learning and assessment, and further innovations with
technology.
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Introduction

The field of language testing has recently seen new volumes and chapters dedicated
to discussion of assessment with young language learners (e.g., Bailey et al. 2014;
Nikolov 2016), compendiums characterizing and evaluating available language
assessments for young learners (Barrueco et al. 2012; Jang 2014), and a burgeoning
research agenda that as included studies of student self-assessment, the intersection
of language and academic content learning, and further exploration of technology-
assisted assessment with children. In part, this is likely a consequence of the
increased communicative demands placed on school-age language learners. Young
language learners not only encounter the assessment of their language development
but also assessment of other learning and knowledge through the language(s) they
are still acquiring. For example, students are now being expected to display aca-
demic content knowledge through oral and written explanations and argumentation
both in daily classroom-based tasks and in summative assessments that are tied to
new academic content standards (e.g., Bailey and Heritage 2014).

The shift in expectations for language demands has been led in the USA primarily
by the Common Core State Standards Initiative of the National Governors Associ-
ation Center for Best Practices, Council of Chief State School Officers (CCSSO
2010), and Next Generation Science Standards (NGSS Lead States 2013) and by
similar accountability initiatives in other countries, for example, in the UK, new tests
aligned to the National Primary Curriculum are expected in 2016 (Department for
Education 2016)

Such explicit expectations for language competencies make a chapter devoted to
the language assessment of the very youngest language learners more critical than
ever. More than a decade ago, Inbar et al. (2005) called for “specific age appropriate
and language level considerations” (p. 3.) in order to address the differences between
testing the language learning population at large and testing young language
learners. Much of what has been examined elsewhere in this volume is reconsidered
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in this chapter from the points of view of those who must create valid (i.e., fair and
effective) tests for assessing the language of young learners and those who must
administer and interpret them. These viewpoints require familiarity with testing
purposes and an understanding of developmental and cultural issues as they impact
the design and use of language assessments with young children.

While not exclusively the case, this chapter deals predominantly with tests of
students’ English language development (ELD) or proficiency (ELP). This is a
reflection of both the increasing number of young children learning English in
various contexts around the world (Graddol 2006) and the fact that much research
has been conducted on the assessment of English.

The chapter is organized around five main sections: First, I provide construct
definitions that will prove important for establishing a common understanding of
testing issues with young children, starting with a definition of the term “young
learner” itself. Second, I review the types (e.g., summative, formative) and purposes
(e.g., accountability, diagnostic) of language testing in preschool and elementary
(primary) school contexts. Third, I address the developmental child level concerns
that need to be taken into account in assessing this population of test takers,
including a review of general guidelines and best practices for assessing young
children. In the fourth section, I consider culture as an additional contextual factor
that, while possibly impacting all language testing situations, may have particular
significance for the testing of young children. Finally, in the fifth section, I conclude
with updates on how the field has progressed over the past decade, current works in
progress, and future directions for test development.

Construct Definitions

Many key constructs already encountered in other chapters will need special defini-
tion in the context of assessing young language learners.

Defining Young Language Learner

I start with the most crucial of all definitions for this chapter, that of the young
language learner. Defining young language learner is complicated by the range of
language learning experiences, the range of ages to be covered by the qualifier
“young,” and the fact that in different parts of the world, different school systems
introduce students to second language and foreign language instruction at different
points in their school careers. In Europe, young learner is often applied to students
in only the very earliest school years (ages 5–7) or before. In the USA, where the
introduction of foreign language teaching often does not take place until the
secondary grades, the notion of a “young learner” can span the entire preschool
and elementary years (ages 3–11). Obviously for second language learners, the
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onset of a second language can start before the start of formal schooling or at any
time during the primary school years for those who emigrate as school-age
language learners.1 Much of the focus of this chapter, however, will be on young
learners from preschool through the earliest elementary years.

Defining the Language Learning Context

Turning next to language construct definitions, prominent among these are English
as a second or additional language (ESL or EAL), bilingualism, and due to the
demand for English in non-English- speaking countries around the world, English as
a foreign language (EFL).2 Second and foreign languages other than English will
also be pertinent to a broader discussion of young language learners everywhere.
Language assessment for young monolingual speakers is primarily confined to the
literate uses of a language (e.g., reading and writing), with the exception of instances
when a language disability is suspected or has been diagnosed for intervention and
monitored for improvement.3 There are few assessments of oral language profi-
ciency in a first (and often only) language, and yet the increased language demands
placed on students in schooling contexts will affect all students not just those
learning an additional language.

Second language acquisition (SLA) such as ESL is made more complex in the
young learner context by the existence of bilingual first language acquisition (BFLA)
(De Houwer 1998), in which children may be acquiring two languages, each as a
native language. As they enter formal schooling environments, including preschool,
these children may become literate in only one of their two languages if the
schooling system favors one language over the other or if parents do not opt to
enroll their children in dual language programming. The language learning experi-
ences of young children may also be characterized by immersion in a second
language they are yet to acquire. In Canada, for example, children have the oppor-
tunity to learn English and French (and other desired languages) in this environment
from an early age (see Bailey and Osipova 2016 for review of educational options
with young language learners).

EFL (and other foreign language acquisitions) characterizes learners who acquire
a language after their native language has already been acquired, but do so outside an

1Young learners of English are variably referred to as English learners (ELs), English language
learners (ELLs), English as a second (ESL) or additional language (EAL) students, students with
non-English-speaking backgrounds (NESB), or, most recently, emergent bilinguals or dual lan-
guage learners (DLLs) to reflect that many young students are acquiring English and a home
language (García 2009). Throughout this chapter, I simply use young language learner.
2ELD will be used throughout this chapter to refer to the process of English acquisition regardless of
whether it is being acquired as a second or foreign language.
3Review of such clinical assessments is outside the scope of this chapter (see Conti-Ramsden and
Durkin 2012 and Dockrell and Marshall 2015 for recent reviews of language assessment with
children with language learning disabilities).
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English (or other target L2) environment. For the very youngest preliterate language
learners, this may mean learning a foreign language without the aid of the print
medium that is available to older children and adult learners. Older learners can
garner literacy abilities in their L1 to augment their learning of oral English, as well
as transfer print skills in their L1 to reading and writing in English. The latter is
particularly enhanced if their L1 shares the same orthography and possibly even
cognate words with English.

Defining Language Varieties

This chapter adopts a broad definition of language including all four modalities of
listening, speaking, reading, and writing and, where relevant, further denotes sub-
skills such as phonological awareness and pronunciation. Additional construct
definitions that need to be taken into account in the assessment of young learners
include the social and academic language constructs (Cazden 2001; Chamot 2005).
While the distinction between the language used in a scholastic environment and the
language used in everyday (out-of-school) contexts may not be as great during the
early years of schooling as it is once children begin to take discipline-specific classes
(e.g., history, algebra), the distinction arguably still exists. With increasing preschool
enrollment worldwide, more young children have been affected by ties between
opportunities for preschool language development and later academic outcomes.
Working in preschool settings in Europe, Michel and Kuiken (2014) have found that
preschool environments place unique demands on the language of young learners
and consequently require appropriate ways to assess the language development of
the very youngest of students.

The existence of an academic language construct is not without controversy,
however, especially in what constitutes fair assessment of the obvious scholastic
uses of language at this young age – emergent reading and writing. Should the
reading and writing skills in English of young learners be assessed differently from
those of native English students who are also just beginning to learn to read and
write? If young English learners are already literate in their L1, there are implications
for how we assess their literacy in English. Environmental print (i.e., sight words)
from the content areas such as science, mathematics, and history may make appro-
priate content for assessing the literacy abilities of young school-age learners.
However, there may be no positive transfer for literacy skills from children’s L1 to
their L2 if the orthographies of the two languages do not match (Bialystok et al.
2005), although more recently Gottardo et al. (2006) report significant correlations in
the phonological processing of young language learners whose languages do not
share orthographic systems (e.g., Chinese and English). Reading and writing modal-
ities may, however, still be problematic in other ways when operationalized for
testing their development in young children. For example, reading and writing are
frequently tested orally which requires children to listen to directions not simply
demonstrate their literacy abilities. Conflating these skills may result in ambiguous
information for teachers wishing to effectively target their instruction. Finally, the

Assessing the Language of Young Learners 327



academic language construct may not be imperative for acquiring and displaying
learning in content areas when children can effectively convey their mathematics,
science, history learning, etc., using all linguistic resources at their disposal includ-
ing use of L1, as well as everyday and nonstandard varieties of L2 (e.g., Faltis 2015).

Types and Purposes of Assessment

As with assessments developed for use with older children and adults, there is a
range of purposes for language assessment with young learners. Due to the matura-
tional constraints and the need for developmentally relevant measures, we witness
far greater variety in the purpose and use of informal assessment in this young
population.

High-Stakes Assessment

With standardized assessments, the content is a sampling of all that a student may
have been taught in a given period. These assessments are summative of knowledge
gain and are often considered “high stakes” for the student (e.g., a deciding factor in
being reclassified as a fluent English speaker for instructional placement) or “high
stakes” for those who educate them (e.g., evaluation of teacher or school perfor-
mance). Also considered “high stakes” but not summative are assessments designed
to screen a student’s abilities for weaknesses that need immediate amelioration or
flagged for possible future attention. Such screening purposes can also be considered
“high stakes” for both the individual and the schooling system. An individual needs
to be accurately identified for further instruction or services if these are necessary to
their development. These are the cases when the schooling system also needs
accurate information; providing services to individual students who are falsely
identified as in need of services will not be cost effective, and those who are falsely
identified as sufficiently able when they are not may require more costly remediation
at a later point in time (Vellutino and Scanlon 2001). Technical quality of a test in
terms of validity and reliability and the integrity of young learner language assess-
ment systems as a whole are of course major considerations when the stakes for
testing young students are high (McKay 2005; Bailey and Carroll 2015).

Assessment for Learning

Assessment for instructional or diagnostic purposes can take the form of standard-
ized summative assessments or classroom-based formative assessments. Standard-
ized assessments will offer the language teacher information about a sample of items
across a variety of domains to measure general language proficiency or within a
single domain of language such as vocabulary or syntax and how well a student is
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doing on these skills relative to either standards (i.e., criterion referenced) (e.g., the
TOEFL Primary developed by Educational Testing Service for children aged 8 and
older is mapped to the Common European Framework of Reference (CEFR, Council
of Europe 2001)) or relative to other students his or her age, grade, or level of overall
language proficiency (i.e., norm referenced) (e.g., the preLAS developed by CTB
McGraw-Hill for assessing 4–6-year-olds in both English and Spanish as either an
L1 or L2). The information gained can be used to monitor annual progress or to
categorize students for educational purposes, for example, to literacy instruction in a
child’s dominant language. However, the information from such standardized assess-
ments is likely to be neither sufficiently refined nor contain a critical number of like
items to effectively target specific subskills. Educators must guard against using
information from tests designed for one purpose (e.g., annual growth in general
language proficiency) with another purpose in mind (e.g., next-steps instructional
decisions) (National Educational Goals Panel [NEGP] 1998). Alternative or forma-
tive assessment is, however, designed to closely guide student learning as Wiliam
(2006) explains:

What makes an assessment formative, therefore, is not the length of the feedback loop, nor
where it takes place, nor who carries it out, nor even who responds. The crucial feature is that
evidence is evoked, interpreted in terms of learning needs, and used to make adjustments to
better meet those learning needs. (p. 285)

Assessment for learning, such as formative assessment, is especially pertinent in
the case of young learners still acquiring a new language. Formative approaches to
assessment can capture a broad array of relevant language information for teachers
that is closely tied to the young learners’ instructional needs (Davidson and Lynch
2002; Frey and Fisher 2003). Formative assessment can be conducted by teachers
either informally while “on the run” as part of ongoing instruction, or it can be
formal, that is, planned in advance to address certain aspects of student language
knowledge (e.g., McKay 2006). A central focus of formative assessment is teacher
feedback to students, as well as a focus on student monitoring of their own language
learning through self-assessment (Bailey and Heritage 2008).

Formative assessment may also include extra-child characteristics such as the
classroom environment, parental involvement, home literacy habits, etc., and take
many different forms (see Tsagari 2004 for a brief overview of the nomenclature and
strengths and weakness of alternative assessments in the language assessment
context). The use of informal observations, for example, allows for a range of skills
(e.g., peer-to-peer oral discourse) not always amenable to more formal or standard-
ized assessment environments. Observations can also be made formally and used to
evaluate the quality of the language environment of a classroom rather than indi-
vidual students (e.g., the Sheltered Instruction Observation Protocol, SIOP,
Echevarria et al. 2004). The use of progress maps on a developmental continuum
in order to estimate a student’s growth over time (Masters and Forester 1996) and the
use of portfolios to create individual profiles of language learning progress and
achievement (e.g., Butler and Stevens 1997; CEFR, Council of Europe 2011;
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Puckett and Black 2000) are alternative methods well suited to documenting the
language of young learners and facilitating teachers’ decision making for further
learning. Such approaches can even be adopted by students themselves. For exam-
ple, the “language passport” supported by the Council of Europe’s European Lan-
guage Portfolio initiative (2011) is used by students to directly rate their own
language proficiency, although see Hasselgreen 2005 for a critique of the CEFR
with younger language learners to which the European Language Portfolio is
mapped.

Developmental Considerations

Motivation for this chapter comes primarily from the recognition that there are
developmental and contextual factors that must be taken into account with the
assessment of young language learners (e.g., Inbar et al. 2005; McKay 2006;
Rea-Dickins and Rixon 1997). As in the USA, initiatives in Australia, Canada,
and the UK have placed increasing emphasis on school systems to be held account-
able for monitoring progress in the language development of young students,
particularly young immigrant or language minority students (Indigenous and
nonIndigenous) (e.g., McKay 2005, 2006; Silburn et al. 2011). There has also
been an increase in young children studying English as a foreign language in non-
English-speaking countries. Graddol (2006) reports that:

The age at which children start learning English has been lowering across the world. English
has moved from the traditional ‘foreign languages’ slot in lower secondary school to primary
school – even pre-school. The trend has gathered momentum only very recently and the
intention is often to create a bilingual population. (Graddol 2006, p. 88)

An interesting prediction stemming from this situation is that in the future there
will be only “young” learners of English as older members of societies will have
acquired English earlier in life. Consequently, it is appropriate that learners in this
young age range receive emphasis in future assessment development and research
efforts.

In a review of research on the assessment of school-age language learners
conducted in various parts of the world, McKay concludes that young learner
assessment deserves to be established as a highly expert field of endeavor requiring,
for example, knowledge of the social and cognitive development of young learners,
knowledge of second language literacy development, and understanding of assess-
ment principles and practices (McKay 2005, p. 256). Beginning with McKay’s
assertion that the field develop an understanding of assessment principles and
practices, three main areas of test design with young children require special
consideration: (1) format (whether individual, small group, or whole class),
(2) choice of item and task types, and (3) choice of contextualized,
age-appropriate stimuli (Inbar et al. 2005). Explicitly identifying these three areas
raises specific challenges for test development practices with young children. In each
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case, design decisions must take the learning context into account to establish a
match between instructional environment and assessment.

Test Format

The language modality and age of the test taker will certainly dictate the appro-
priate format in which to assess young learners. Individual assessment will be
necessary for coverage of many of the skills in the speaking and listening modal-
ities. However, in the preschool setting, many classroom teachers also call upon
children to respond in unison (e.g., sing-alongs, calling out keywords as a chorus,
and providing en masse actions/enactments to stories and poems, Tabors 2008).
A child’s ability to both comprehend and participate in such group activities should
be at least one focus of assessment with the youngest language learners in this early
instructional context.

Assessment of early literacy may need to be carried out in individual or in small
group contexts because test takers cannot be relied upon to be sufficiently proficient
to read directions for responding to print items or tasks nor to maintain their attention
in group settings. No matter the format, limiting the duration of the test to avoid
testing fatigue will be of far greater concern with this young population than with
older test takers.

Test Item and Task Types

Choice of item and task types will need to correspond to the cognitive processing
capabilities and degree of task familiarity of young learners. For example, Weir
(2005) provides a language test item that requires making meaning from a bar chart.
This type of task presents statistical information in a way that primary school
children will encounter in graphics during mathematics, science, or social studies
lessons. An item type that requires responding to a series of questions based on
information extracted from a graphic would be appropriate once children have, as
part of the school curriculum, received explicit instruction in “reading” graphic
displays of information, otherwise the item type would be unfamiliar, and the task
demands too great for the young learner; simply put, the demands of the assessment
should match the demands of the curriculum. Other cognitive developments that will
restrict the range of tasks include attention span and memory. For example, multistep
items that require sequential manipulations of information or lengthy passages of
text followed by comprehension questions may be outside the cognitive capacity of
the youngest language learners.

To lessen the negative impact of processing demands and to capitalize on the
degree of assistance learners may require from more expert others (Vygotsky 1978),
assessments can award partial credit based on the verbal scaffolding necessary to
elicit a response from young ESL test takers. This strategy allows for diagnostic
information to be generated. The differing levels of response reveal how much
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knowledge a child has and how much they still need to learn to succeed without
assistance.

Task Content

The content of the tasks needs to be relevant to the young learner in terms of
cognitive demands and cultural specificity (culture is addressed further in the later
section). The younger the learner, the more contextualized the items will need to be
in order for the test taker to make meaning of them. That is, items will need to be
topically appropriate for the target age of the test taker, and the ability to answer the
items should not require knowledge of information not already provided in the tasks
or test items. Cognitive developments impacting these considerations include an
awareness of testing procedures or the “test genre” (i.e., cooperation in attempting to
answer all items and providing adequate constructed responses), as well as an
understanding of an opportunity to use decontextualized language – that is,
responses will be sufficiently explanatory for the absent test grader to make meaning
of them. For the youngest learners, a number of easy “warm-up” items can be used to
familiarize the child to the tester and testing procedures and should not be scored.
Manipulatives (i.e., toy farm animals, dolls) can be incorporated in both item
questions and response formats. According to research, young children are more
successful on both production and comprehension tasks if the tasks use objects rather
than pictures (e.g., Cocking and McHale 1981; Serna 1989 cited in Beck 1994);
objects help contextualize the task in the cognitively less demanding “here and
now.”

Choice of age-appropriate content in test construction is made more complex with
young learners than in other testing target groups because language development is
concurrent with developments in other areas (e.g., scholastic, cognitive, and social
developments). Because a child may begin learning a second or foreign language at
any point in their early school years, the development of the language can be
asynchronous with developments in other areas. The beginner status of young
learners in the later elementary grades makes choosing content difficult (i.e., restric-
tions on availability of age-appropriate topics from which to select beginning level
vocabulary and simple discourse contexts). This is also the situation if a test is to
span an age range rather than be targeted at individual grades or ages.

Impact of Child Development on Test Interpretation

Cognitive and social developments not only impact test design but also the manner
in which tests are administered and interpreted. Assumptions upon which validity
arguments are made with standardized assessments (e.g., Davidson and Lynch 2002;
Weir 2005) are often compromised when administering such tests with young
children. For example, the assumption of uniformity of the testing experience for
all the test takers is not met with young children whose attention abilities and
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familiarity with test taking can vary tremendously (Powell and Sigel 1991). More-
over, what is considered “typical” for this young age range also varies. This raises
the issue of whether using certain types of assessment with very young children is
desirable. If the purpose of assessment is accountability of the program, then group
level and classroom-related indicators (e.g., amount of student engagement, ESL
experience of teaching staff) may be most appropriate. If the purpose is diagnostic,
then information on individual students may be preferred. However, caution is
required because of the compromises outlined earlier. Interpretations from formative
assessment approaches rather than from administration of standardized assessments
may be more meaningful.

Guidelines for Assessing Young Children

While not specifically targeting the assessment of language, there are several general
test administration guidelines for use with young learners. For the very youngest
learners in the USA, the Principles and Recommendations for Early Childhood
Assessments assembled by the NEGP (1998) still hold. These include but are not
limited to the following four guidelines: (1) assessments should be tailored to a
specific purpose and should be reliable, valid, and fair for that purpose, (2) policies
should be designed recognizing that reliability and validity of assessments increase
with children’s age, (3) assessments should be age appropriate in both content and
the method of data collection, and (4) parents should be a valued source of assess-
ment information, as well as an audience for assessment results. Specific guidelines
for assessment practices with young English learners have also been published by
the National Association of the Education of Young Children (NAEYC 2009).

As the basis for all assessment (clinical, scholastic, and linguistic) in K-12
education in the USA, the Standards for Educational and Psychological Testing,
published by the American Educational Research Association (AERA), the Amer-
ican Psychological Association (APA), and the National Council on Measurement in
Education (NCME) (2014), includes comprehensive guidelines for the testing of
individuals of diverse linguistic backgrounds, and researchers working with lan-
guage minority students have additionally made contributions to guide fair and valid
assessment practices of both the language and other knowledge areas of language
learners (see also Sireci and Faulkner-Bond for review 2015).

Suggested practices include use of test accommodations. Accommodations such
as extra time and dictionaries are thought to vitiate the interpretation of test results
obtained with ELL students as long as these have been empirically proven not to
alter the language construct to be measured (e.g., reading comprehension). Increas-
ingly technology can play a role in test accommodations such as the use of computer-
administrated bilingual dictionaries or glossaries (e.g., Abedi 2014). If the construct
is not language ability itself but the test uses language as the medium (e.g., an
assessment of mathematics requiring both reading and writing skills), then accom-
modation options include not only extra time and bilingual dictionaries/glossaries
but also the option to test in a student’s native language if this matches the language
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of instruction (Pennock-Roman and Rivera 2011) (for a general discussion, see also
Abedi, chapter “▶Utilizing Accommodations in Assessment,” Vol. 7). However,
interpretation of accommodated results as valid indicators of academic content area
knowledge has real consequences for students; we should still be cautious in our
interpretations because as Davidson (1994) points out, norming studies of such
academic achievement assessments have often not included learners who reflect
the full range of language proficiencies found in schools.

Other impacts on administration and interpretation of language assessments
include the training needs of teachers who often must administer assessments to
school-age language learners. General education teachers have been found to have
little training in language development and assessment (e.g., Téllez and Mosqueda
2015). Scoring and reporting the test performance of young learners also proffer
challenges to teachers and test developers alike. Scoring concerns include the degree
of teacher variance in what is considered an acceptable answer. For example,
children’s immature articulatory abilities or their productions influenced by L1
may make responses difficult to decipher and thus score reliably.

Multiple sources of evidence should be used to increase the validity of inferences
about student language performances (e.g., Conti-Ramsden and Durkin 2012;
Dockrell and Marshall 2015). Employing multiple measures helps prevent
overreliance on any one assessment that may yield a biased view of performance
due to cognitive or social development constraints. This does not however entail
administering large batteries of standardized assessment that could quickly lead to
test fatigue in young children. Rather, studies of expert teachers suggest that they use
their knowledge of teaching and learning to create an ongoing cyclic process of
teaching and assessment involving a repertoire of both formal and informal assess-
ments (Rea-Dickins 2001). For example, evidence of language proficiency can come
from combining a student’s performance on formal assessments and informal quiz-
zes and from teacher observation during class time (e.g., Frey and Fisher 2003), as
well as utilizing self- and peer assessment.

Finally, reporting the results of a test performance to young children also needs to
be carefully considered and made age appropriate to avoid issues of demotivation or
threats to a child’s self-esteem. However, reporting results to children and reporting
results to teachers and parents need not be the same process, and teachers will need
item level or subskill level information from assessments in order to make effective
instructional modifications.

Impact of Culture on Administration and Interpretation

Culture impacts the fair and valid testing of young children’s language abilities when
there is a mismatch between home practices in communication and those practices
commonly used for assessment. For example, Peña and Quinn (1997) report that
Latina and African-American mothers typically do not label objects in their chil-
dren’s environment (as is the case for most vocabulary assessment), but rather
engage in games that more often require descriptions. Thematic content of an
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assessment also needs to be compatible with children’s home culture (at least
culturally appropriate for the majority of learners taking the test, if known). Alter-
natively, assessors have successfully administered dynamic assessments using a test-
teach-test design with preschool children to reduce bias from lack of cultural
familiarity with vocabulary (Peña et al. 2001). In addition, many children come
from backgrounds where they might be expected to learn from observation rather
than overt participation and to demonstrate their comprehension nonverbally (e.g.,
Beck 1994; Scollon and Scollon 1981). Collectively, this research should impact test
development design, encouraging more development of dynamic assessments, or in
the case of listening comprehension, creation of items that do not rely exclusively on
verbal responses to signal accurate comprehension. Furthermore, early childhood
education agencies, such as the Head Start in the USA, recommend caution with the
interpretation of language assessments with young children noting the need to assess
and take into account all the languages a young learner knows during educational
decision making (Office of Head Start 2010) (for discussion, see Mahon et al. 2003).

Work in Progress and Future Directions

The twenty-first century began with a new era of educational accountability
impacting young language learners in terms of the language demands now placed
on them in schooling contexts. The field has shifted from recognizing that assessing
young learners entails the assessment of their language development and the assess-
ment of their academic content learning through language to also recognizing the
need to take account of the language practices of the academic content areas on those
very language assessments themselves. This has led to recent comprehensive lan-
guage test development efforts in many parts of the world. In the USA, “next-
generation” ELD assessment is under way under federal government initiatives to
align ELD assessment with the academic content standards. Add to this mandate the
anticipated expansion of publicly funded education to young, preschool-age chil-
dren, many of whom are the children of immigrants from non-English-speaking
countries. In Australia, add to this the increased focus on the language learning
needs, indeed rights, of Indigenous students (Silburn et al 2011). In Europe, add in
the expansion of the European Union with the increased mobility this brings, as well
as, most recently, asylum seekers from the Middle East and North Africa, and
collectively large numbers of families with young children are settling in areas of
Europe where they do not speak the dominant language. Much research and test
development has still to be done to improve assessment of the wide range in
language demands now facing young learners.

Recommendations made in the 2008 version of this chapter of the encyclopedia to
meet the language assessment needs of young language learners were organized
around three aspects of the mission statement of the Committee on Early Childhood
Pedagogy (National Research Council 2001). Reviewing those aspects now (tech-
nical quality of assessments, teacher professional development around language
assessment, and integration of technology) reveals to what extent advancements
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have been made nearly a decade on and which areas still need the attention of
researchers and educators.

In terms of advancing the technical quality of assessments and how they are used
to support the learning of young learners, much has been achieved in articulating
construct definitions of necessary language knowledge and skills. The call for the
revision or creation of ELD standards for the preschool through school-age levels
has not only been met by several individual US states and consortia, for example, but
CCSSO created the Framework for English Language Proficiency Development
Standards (CCSSO 2012) to guide such revisions based on a synthesis of research
around language and content learning (e.g., Lee et al. 2013) that has led to the
identification of key language practices or performances found to be common
across the new language arts and mathematics and science standards (CCSSO
2010; NGSS 2013). These practices and performances are a “combination of
communicative acts (e.g., saying, writing, doing, and being) used in the transmission
of ideas, concepts, and information in a socially mediated context” (p. 2) that
include, among others, for language arts the support of “analyses of a range of
grade level complex texts with evidence,” for mathematics “construct viable argu-
ments and critique the reasoning of others,” and for science the necessary language
to “plan and carry out investigations” and “engage in argument from evidence.”
Continued research at the intersection of content knowledge and language will no
doubt help to refine the construct for future assessment development with this age
range. Uccelli and colleagues (2014) are focusing on language that is common
across various disciplines at the upper elementary level and how best to assess this
construct, whereas others are looking at the intersection of content knowledge and
ELD in the preschool context (e.g., the Literacy and Academic Success for English
Learners through Science, or LASErS program of the Education Development
Center) which could aid us in understanding how content knowledge itself shapes
language use.

Accommodations research has also continued apace with, as mentioned, new
meta-analyses providing details about the efficacy of accommodation use under
different conditions (e.g., Pennock-Roman and Rivera 2011). This nuanced infor-
mation has informed new principled accommodation guidelines or algorithms for
use with school-age students still acquiring the language in which their academic
content knowledge will be assessed (Abedi and Ewers 2013; for a general discus-
sion, see also Abedi, chapter “▶Utilizing Accommodations in Assessment,” Vol. 7).

In other areas dealing with the technical quality of language assessments with
young learners, work is still in progress. Despite our calling for developmental
trajectories for language acquisition, the field still knows little about the progression
of language in young school-age language learners (Hoff 2013). The characteriza-
tion of language development is paramount in the creation of effective language
proficiency assessments. Work under way by the Dynamic Language Learning
Progressions (DLLP) project (Bailey and Heritage 2014) addresses the lack of
empirically derived trajectories of language development by sampling oral and
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written language practices as outlined by the CCSSO framework (e.g., explanations
of mathematics task procedures) with students aged 5–12 who have varying pro-
ficiencies of ELD. This kind of evidence-based approach to creating language pro-
gressions needs to be extended to additional language practices (e.g.,
argumentation), a wider range of academic content areas (e.g., science, history),
and of course to students across all grades.

Language learning progressions hold promise not only for informing develop-
ment of standardized assessments but also for the area of formative assessment.
While traditional notions of validity and reliability cannot be easily applied to
establishing the technical quality of formative assessment approaches, criteria for
establishing the effectiveness of formative assessment in the classroom can be
created, discussed, tried out, and refined. Indeed, recently Heritage (2013) has
highlighted the immediacy or proximate timing of evidence of student learning as
a key facet of what makes formative assessment valid, along with the need for
formative approaches to assessment to yield insights into students’ current learning
that are sufficiently tractable to be useful in instruction. Also within the area of
formative assessment, there is accumulating evidence from a program of research on
self-assessment that this population of language learners is not too young to benefit
from the self-reflection entailed by self-assessment practices. Butler and Lee (2010),
for example, found that 11–12 -year-old students in an EFL context were able to
improve their English performances and increase their confidence in learning
English with regular use of self-assessment in a classroom context. And
in-progress work by Pitsoulakis and Bailey (2016) is revealing that children as
young as 7 years are able to self-assess with the appropriate scaffolds to notice
features of their own language productions.

Research on teacher professional development remains a key area in language
assessment with young learners. Many of the guidance documents cited thus far have
educators in mind for special caveats to the administration and interpretation of
standardized assessments with young children (e.g., NAEYC 2009). Developing
teacher capacity around practices that generate evidence of student learning and lead
to accurate interpretations remain important topics for language assessment research
specifically (Téllez and Mosqueda 2015; Michel and Kuiken 2014) and for forma-
tive assessment research more broadly (Wiliam 2006; Heritage 2013). While some
early research has shown expert teachers to effectively use assessment for learning
(e.g., Rea-Dickins 2001), more research is needed in the area of professional
development to answer the question: How do teachers effectively implement and
use a wide repertoire of assessments for a variety of summative and formative
purposes?

Within the past decade, technology has changed the landscape of language
assessment, and this is as true for the youngest learners we have considered here
as it is with the assessment of older children and adults. The move to computer-based
assessment has been made by the standardized assessments already mentioned (e.g.,
TOEFL Primary Speaking section), as well as by other newly released assessments
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such as the Test of English Language Learning (TELL) progress monitoring appli-
cation from Pearson and the revised ACCESS for ELLs, the annual summative
assessment used by the WIDA ELP assessment consortium in more than 35 states.

Electronic devices are also readily available for continuous digital documentation
of student progress (Pellerin 2012) with the possibility for even very young children
to use the same tablet devices deftly for assessment purposes. Technology is
especially suited to the assessment of young children (see also Chapelle and Voss,
chapter “▶Utilizing Technology in Language Assessment,” Vol. 7); the graphic
capabilities that technology offers can also provide a child-friendly context for
assessment, with testing made enjoyable for young test takers by mimicking familiar
games or cartoons.

Technology has solved a key issue in formative assessment – that of data capture,
storage, and management. Data management systems can help make formative
assessment practices more effective by systematizing the information that teachers
may record formally or “on the run.” Language corpora can now also be accessed to
provide audiovisual and transcript data that provide teachers who lack familiarity
with students from diverse language backgrounds with ways to more accurately
compare and evaluate their young language learners. The DLLP project in progress
has this as an explicit goal of the project (Bailey and Heritage 2014; Bailey et al.
2016). Authentic language use found in linguistic corpora can also be used to guide
test item writers in the production of stimuli texts and test questions However, in
standardized assessment development contexts with young learners as it has in test
development with adult learners (Frantz et al. 2014).

We can assuredly claim that the assessment of young language learners has made
large strides toward evolving into what McKay called “a highly expert field of
endeavor.” The field has the attention of many national governments due to the
increased accountability placed on the role of language in the educational outcomes
of all young learners but especially those speaking languages other than English or
their society’s dominant language. This situation has posed challenges on how best
to design assessments that are fair and valid with young children, illuminated gaps in
our understanding of the intersection of language and academic content learning,
required that we continue to learn how to build the capacity of teachers to both
summatively and formatively assess their students’ language learning, and led us to
continue to leverage technology to meet these myriad objectives. the second decade
of the twenty-first century is first and foremost an exciting time to be working with
young language learners and their dynamic assessment needs.
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Assessing Second/Additional Language
of Diverse Populations
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Abstract
In this chapter we address second/additional language assessment from two
perspectives. First, we look at assessment of linguistic minority students within
a national context where their second/additional language is the predominant
majority language or an important auxiliary language in the society. Then we look
at other contexts where bi/multilingualism is strongly encouraged (e.g., in coun-
tries within the European Union) and second/additional language assessment
plays an important role in determining educational success. In both cases, for
reasons of our professional experience, we focus our discussion on English as the
second/additional language, though we refer to other languages where appropri-
ate. We present in turn the major developments related to each of the themes and
consider some of the problems and difficulties associated with developing assess-
ment frameworks that are appropriate for such diverse populations and contexts.
We detail some of the advances in Europe as we believe they signal some of the
likely future directions reflecting progressive societal recognition of the value of a
person’s proficiencies in different languages within their linguistic repertoires.
We also highlight the dangers of using language assessment criteria modeled on
one kind of population for another inappropriately for reasons of administrative
and policy expediency and context-insensitive public accountability.
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Introduction

With increasing movements of people across international boundaries and the
unabated spread of plurilingualism into national education systems, intergovern-
mental cooperation, and multinational business enterprises, the teaching and assess-
ment of second/additional language proficiency have continued to be a major item on
the educational agenda in many world locations. In this chapter we focus on
(1) additional/second language assessment of linguistic minority students in a
context where this language is the predominant majority language or an important
auxiliary language in society and (2) language assessment designed to track lan-
guage development of learners of an additional/second/foreign language in other
diverse contexts. These two themes will be discussed in two parallel sections on
developments and problems identified to date. Although we will be mainly dealing
with English as an additional, second, or foreign language (EAL/ESL/EFL), our
discussion will refer to work in other languages where appropriate. We will also be
referring to some recent developments in Europe which, in our view, signal some of
the likely future directions reflecting progressive societal recognition of the value of
a person’s proficiencies in different languages. “Assessment” is used as a superor-
dinate term throughout this discussion to refer to all forms of assessment, including
standardized tests. In the case of English language, the terms “additional language
(AL)” and “second language (SL)” broadly share the same meaning in contexts
where English is learned and used by learners from diverse language (non-English
speaking) backgrounds; in the United States, the term “English language (learners)”
is also used. In this discussion we will use “additional language” as a generic term
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and explicitly signal foreign language and modern language where specificity of
meaning would warrant their use.

Theme 1: Assessing AL as a Distinctive Curriculum Phenomenon

Early Developments

The need for supporting EAL students is not new; it has, however, become increas-
ingly important with the growth of mobility throughout the world and the steady rise
in EAL student populations in English-speaking countries. For instance, the per-
centage of English language learners in the US public school population grew from
8.7% (4.1 million students approx.) in 2002/2003 to 9.1% (4.4 million) in 2011/2012
(National Center for Education Statistics 2015). Similarly, the numbers have been
increasing in England – in 2005, EAL students constituted 11.7% of the total
population in elementary schools and 9.1% in secondary schools (DfES 2005a)
rising to 18.7% (612,000 approx.) and 14.3% (436,000 approx.), respectively, in
2014 (DfE 2014). Since the early 1990s, there have been two related but, paradox-
ically, opposite developments in the assessment of the additional language develop-
ment of linguistic minority students in English-speaking countries. In a number of
education jurisdictions, there has been a major effort to develop distinctive EAL
assessment frameworks; at the same time, many national systems have adopted an
inclusive policy and practice of putting all students through large-scale standardized
public assessment schemes without distinction. These two opposing developments
will be discussed in turn.

There has been a growing awareness on the part of some educators and policy
makers that additional language development in the context of mainstream schooling
and social participation is different from first language development and foreign
language learning (e.g., learning French as a subject in an English-medium school
curriculum). EAL students enter their local school system at different ages and with
varying background in English language learning. Learning English can add con-
siderable demand to the academic challenges faced by individual students. (The
same can be said for any educationally or societally dominant auxiliary language in
any part of the world; see Shohamy 2007, for a wider discussion.) For this reason a
good deal of effort has gone into the systematic development of dedicated EAL
assessment frameworks across a number of education jurisdictions.

Major Contributions

One of the first of such attempts is the National Language and Literacy Institute of
Australia (NLLIA) framework (McKay 1992, 2007) which sets out to provide grade-
level classroom-based EAL assessment descriptors. The descriptors take into
account the use of English for subject content learning in ordinary classroom
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contexts. Other Australian assessment frameworks include the curriculum-oriented
ESL Scope and Scales in South Australia (SACSA undated) and the EAL/D
Learning Progression: Foundation to Year 10 (ACARA 2014) which set out the
stages of progression related to the Australian national educational standards. The
professional association Teachers of English to Speakers of Other Languages
(TESOL 1997, 2006) in the United States has produced the K-12 English Language
Standards which have been designed to provide teachers with broad requirements of
EAL development for social and academic purposes at different stages of schooling.
Teachers are encouraged to use these descriptors to generate contextualized local
EAL assessment criteria.

We have also seen that the policy move toward greater central control, public
accountability, and economic rationalism, which originated in the 1970s, has been
further consolidated in many countries. Over 15 years ago, Broadfoot and Pollard
(2000, p.13) captured this powerful trend thus:

The underlying rationale here [emphasizes] the beneficial role of market forces and compe-
tition in driving up standards, and controlling ‘producer interests’ . . . In such a model,
assessment and measurement has a particular role in providing ‘objective’ information on
which educational ‘consumers’ such as parents and governments can base their decisions.

The tendency to regard school and university education as producers of skilled
and knowledgeable labor is now commonplace in many parts of the world. However,
the powerful central control of the accountability mechanisms (e.g., mandatory
school inspections), once exclusively the domain of national governments, is
increasingly being augmented by supranational quasi-governmental bodies such as
the Organization for Economic Cooperation and Development. The evaluation pro-
grams run by these organizations are presented as politically neutral, and they yield
enormous influence on national policy discourse and formation. The “standards” and
evaluation methodology adopted by these programs are largely driven by economic
demands and labor market considerations; an obvious example is the Program for
International Student Assessment (PISA). PISA data and evaluations are adopted by
national governments to justify their policy decisions. Educational accountability is
beginning to be shaped by “an emerging regime of global educational governance”
(Meyer and Benavot 2013, p. 11).

Many education systems have adopted the use of standard-based assessment and
public reporting of student performance as part of policy implementation and
monitoring. The current legislation connected to the No Child Left Behind
(NCLB) policy in the United States, for example, requires regular assessment and
reporting of results for all school students. Similar statutory requirements exist in
places such as Australia and England. Additional language education has not been
exempted from this process. Proponents of this approach argue that this “common
treatment” contributes to social integration and educational equal opportunities (e.g.,
Travers and Higgs 2004; cf Menken 2008). The problems with adopting a standard-
based assessment approach that does not take account of linguistic diversity will be
addressed next.
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Problems and Difficulties

The use of assessment to promote a particular kind of public policy is not, however,
unproblematic in terms of potential misuse of assessment. Such issues are readily
apparent in the high-stakes, standardized tests of language and content subjects
adopted in the United States. These have been developed for monolingual English
speakers but are used to assess all students, including English language learners
(Menken, Hudson, and Leung 2014). Although some accommodations may be
available to the emergent bilinguals, these vary from state to state and are not
uniformly available. For example, translation of tasks may only be provided for
the more common home/first languages spoken by these students. Furthermore, the
underlying assumption of providing such accommodation is that the emergent
bilinguals have appropriate schooling in their home languages. However, if the
student has not learned the content covered by the test in English, then translation
of the task is unlikely to help. As Menken et al. (2014, p. 606) point out, “the
language of instructions must match the language of the test for scores to be valid.”

English language learners in the United States are in addition required to dem-
onstrate improvement in some form of standardized English proficiency examina-
tion. However, the test used varies from state to state, and given that each
operationalizes the academic language it is meant to assess variably, it is not
surprising that the validity and reliability of some of these tests have been questioned
by researchers (e.g., Bailey and Huang 2011). Although the tests are meant to predict
English language learners’ readiness to participate together with their monolingual
peers, there is evidence to suggest that performing well on an English proficiency
test does not necessarily lead to success on the English arts (content) examination
(and vice versa).

Similar issues can also be seen in other places. The following is an illustrative
example from recent English experience. The government-sponsored assessment of
English (the term “literacy” is used sometimes) is based on the system-wide rating
scales to be applied to “everyone.” The statutory assessment of elementary and lower
secondary students in England requires the National Curriculum assessment criteria
to be applied to all, irrespective of first or second language backgrounds; schools
were advised that:

Summative assessment for bilingual [EAL] pupils, as for all pupils, should be based on
national curriculum measures . . .. It is not recommended that additional locally developed
scales of fluency are used . . .’ (DfES 2005b, p. 6)

The use of common assessment criteria for all students without exception may be
justifiable on grounds of an “inclusive” approach to education. Here “inclusiveness”
is taken to mean common educational treatment irrespective of differences in
language backgrounds (see Leung 2001, 2009 for a detailed discussion). In terms
of usefulness of assessment outcome, however, the appropriateness of using first
language development models for the assessment of additional language develop-
ment is questionable. For instance, in the English (subject) National Curriculum, the
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attainment target for Level 4 Speaking and Listening (expected level of attainment
for 11/12-year-olds) was as follows:

Pupils talk and listen with confidence in an increasing range of contexts. Their talk is adapted
to the purpose: developing ideas thoughtfully, describing events and conveying their opin-
ions clearly. In discussion, they listen carefully, making contributions and asking questions
that are responsive to others’ ideas and views. They use appropriately some of the features of
standard English vocabulary and grammar. (DfES and QCA 1999, p. 55)

This attainment target statement provided, arguably, a reasonably workable
general description of the range and kinds of spoken language use for school
purposes by first language speakers. Note that not only was the student expected
to use spoken English to engage in a range of academic activities, s/he was also
expected to do it in socioculturally acceptable ways; qualifiers such as “with
confidence,” “thoughtfully,” and “appropriately” all point to the sort of language
repertoire expected of someone who has had substantial exposure and use of English
in a native/first language speaking environment. This level description would not
even begin to make sense for either summative or formative purposes in the case of a
12-year-old beginner learner of English, say, from Poland or Somalia. Yet, if we turn
to a lower level (younger age) description, there would be an odd sense of misfit
because of the age and maturation factors built into first language scales. The Level
1 description for Speaking (threshold, officially EAL friendly), for instance, was as
follows:

Pupils speak about matters of immediate interest in familiar settings. They convey meaning
through talk and gesture and can extend what they say with support. Their speech is
sometimes grammatically incomplete at word and sentence level. (QCA 2000, p. 13)

Here the level description was clearly modeled on a much younger child, about
the age of 5 or 6, who might be happy to engage with others in an uninhibited
manner. A 12-year-old English language beginner would be unlikely to talk about
matters of immediate interest in a secondary school setting. The greatest challenge
for such a student is likely to be finding the necessary vocabulary and phrases,
grammatically complete or not. This example shows that assessment criteria which
have been developed with first language development norms and assumptions can be
conceptually ill fitting and, worse, misleading in terms of the assessment outcome
yielded. This insistence on “first language for all” policy has persisted despite recent
changes in other aspects of statutory assessment in England.

In the content areas, a similar situation exists. EAL students, irrespective of their
English language proficiency and schooling backgrounds, are expected to participate
in standardized subject assessment which has been devised with native speakers in
mind. For those students who are still learning to use English for academic purposes
effectively, the English language in standardized assessments can pose an additional
linguistic challenge that distorts their ability to demonstrate their content knowledge.
Whenever this happens it would make the test scores “invalid as indicators of content
knowledge and achievement” (Butler and Stevens 2001, p. 411). In a study
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comparing test performance of monolingual and emergent bilingual school students
across the United States, Menken (2008) found a widening gap with age for both
reading and math suggesting that a lack of English language proficiency can have a
delirious effect on test performance. Menken et al. (2014, p. 605) further argue that
“language is a liability for emergent bilinguals for whom testing is primarily punitive
in outcome.” All of this raises serious fundamental questions about the validity of
using a set of non-differentiated criteria for the assessment of additional language
students’ English and curriculum achievements.

Theme 2: Assessing Additional/Foreign Language Development
of Learners in Diverse Contexts

Early Developments

In contrast to theme 1 which looks at issues related to multilingualism within
national contexts, this theme focuses on issues related to assessing diverse languages
ensuring comparability of measures. Within Europe it has become increasingly
important to identify and recognize “the kinds of language proficiency needed by
European citizens to interact and cooperate effectively” (Figueras et al. 2005,
p. 263). This has been facilitated by a number of Council of Europe initiatives,
starting in 1957 with the first intergovernmental conference on European coopera-
tion in language teaching. A significant early development was the Council of
Europe’s publication in 1975 of the Threshold Level, “the specification in opera-
tional terms of what a learner should be able to do when using the language
interactively.” The 1990s subsequently saw the specification of intermediate-
(Waystage) and higher-level (Vantage) objectives and the development of the Com-
mon European Framework of Reference for Languages (CEFR) (Council of Europe
2001). The CEFR now provides a yardstick against which language proficiency in
the different languages of Europe can be described.

Major Contributions

The CEFR has undoubtedly had a major impact not only on the teaching and
learning of languages but also on languages assessment, facilitating “comparisons
between different systems of quantifications” (Council of Europe 2001, p. 21). It was
initially envisaged as a pan-European framework for a linguistically diverse conti-
nent within which there is free movement of peoples. Its influence, however, has far
exceeded initial expectations, and the CEFR is now a supranational document
translated into 40 languages (North 2014), impacting on educational language policy
worldwide (see Byram and Parmenter 2012 for a discussion of its use in a range of
contexts). The “A1” (lowest) to “C2” (highest) CEFR levels are routinely referenced
by language course and test providers as well as textbooks. (For details of the CEFR,
see Council of Europe 2001.)
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There have been numerous initiatives to address some of the underlying issues
with the CEFR. A primary concern has been the abstract nature of the document and
the difficulty of applying the framework, particularly at adjacent levels. To this end
the Council of Europe has developed a Manual outlining the stages in the process of
relating specific language tests to the CEFR (Council of Europe 2005; 2009a) as well
as a Reference Supplement (Council of Europe 2009b) that provides technical
support for this purpose. These documents have facilitated one of the primary
objectives of the CERF to be attained – comparability across different languages
and levels of modern languages assessment – and there are numerous reports in the
literature presenting alignment projects across a range of languages and contexts
within and beyond Europe (see, among others, Bechger et al. 2009, for Dutch as a
second language; Wu and Wu 2010, for an English test in Taiwan).

A related and very significant development in the assessment of languages in
Europe was the introduction of the European Language Portfolio (ELP). The
portfolio was inspired by the Council of Europe as a result of the 1991 Rüschlikon
Symposium (see Little 2002 for details). It was introduced at a time when not only
was the number of users of English in Continental Europe growing, but when the
need for recognizing multilingualism in the United Kingdom was rising (King
2001).

The ELP “is a personal document designed to make the language learning process
more transparent to the learner and to report an individual’s achievement at any level
and in any language in an internationally transparent way.” It is one of five docu-
ments that makes up the Europass, a way of making a person’s “skills and qualifi-
cations clearly and easily understood in Europe” for the benefits of citizens,
employers, and education providers (https://europass.cedefop.europa.eu/en/about).

A number of key features distinguish ELP from other means of language assess-
ment. Importantly, it promotes equal recognition of all languages learned by indi-
viduals, utilizing a model developed after extensive piloting across 15 countries
within the Council of Europe (Little 2005). The established model is one that has a
standardized language passport for all adults but that allows for variability within the
different sections of the portfolio, thus reflecting the Council of Europe’s ideal of
“unity in diversity” (Little 2002, p. 184).

ELP has gained widespread acceptance in Europe. Initially it was developed for
use with adults, but it has been successfully adapted for adolescents and young
learners, taking account of their specific needs and interests (see Hasselgreen 2005,
for an account of one such project). In 2011, after 118 ELPs had been validated, the
system of validation was modified to one of “online registration based on the
principle of self-declaration” (Little et al. 2011, p. 16).

The formative nature of ELP assessment allows individuals to engage in the
portfolio process from an early age and to continue updating its contents as its owner
perceives necessary. Designed to supplement official certificates awarded through
formal education, it allows its owner to demonstrate any language learning that has
taken place outside the formal educational setting, e.g., within a bilingual home or
while traveling abroad.
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Comparability across languages within a single portfolio or across different
portfolios is made possible through the CEFR. The CEFR also provides a means
for self-assessment which is an integral part of the portfolio. This central aspect of
the ELP is believed to promote self-reflection. In addition, “learners gain ‘insider’
access to the processes of ‘social moderation’ that underlie the CEFR’s common
reference levels and to the interaction between curriculum and assessment that is
fundamental to any worthwhile educational enterprise” (Little 2005, p. 335).

A further European development which recognizes the need for assessment
across the diverse languages of Europe is that of DIALANG (http://www.lancaster.
ac.uk/researchenterprise/dialang/). This is a low-stakes, computer-based, and
internet-delivered test of reading, writing, listening, grammatical structures, and
vocabulary covering all six levels articulated in the CEFR. The test can be used by
individuals wanting to assess their language level in one of 14 languages or by
institutions for diagnostic or placement purposes. It is readily and freely available to
users, providing them with immediate feedback on their performance and with
information on how they can improve their proficiency. (For details see Alderson
and Huta 2005.)

Problems and Difficulties

Despite ongoing attempts to make the CEFR more accessible to end users, there
continue to be a number of inherent flaws in the system that need to be addressed if
the ideal of comparability and transparency across languages and levels of profi-
ciency is to be fully accomplished. Although levels are specified in “Can do” terms,
there appears to be a considerable lack of clarity as to how these should be
interpreted and operationalized by end users (Goodier 2014). Moreover, there is
no indication as to how adequate each performance needs to be to qualify for a
particular level. It is often difficult to distinguish between two adjacent proficiency
levels such as, for example, between “Can understand a wide range of demanding
longer texts” (C1) and “Can understand with ease virtually everything heard or read”
(C2). How long are longer texts and how wide ranging do they need to be to qualify
for C1 rather than for C2?

Another shortcoming of the CEFR is that its specifications do not detail the nature
of tasks that would be appropriate for each level or account for the development of
cognitive and metacognitive processing as one progresses from one level to the next.
(For a comprehensive discussion of these and related issues, see Weir 2005.) The
reporting of a single, global level such as B1 or B2 would appear somewhat
simplistic, viewing language as unidimensional and ignoring the complexity of
language development across the different skills (see Harsch 2014, for a fuller
discussion). Furthermore, it is becoming quite clear that the language competence
model underlying the CEFR needs updating. Recent research in the use of English in
linguistically diverse contexts has shown that the linguistic and sociolinguistic
norms embedded in the framework and its rating scales need revising and extending
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to account for contemporary conditions (see Jenkins and Leung 2013, this volume;
Leung 2014; Leung and Lewkowicz 2012).

Work in Progress

Demographic, political, and social developments in the past 50 years suggest that
linguistic diversity continues to spread and intensify in many societies across the
world. Given the unquestionable influence of the CEFR on assessment within
Europe and beyond, it is not surprising that the framework has been the focus as
well as the basis of much ongoing research. The publication of the Manual (Council
of Europe 2009a) has facilitated ongoing work on test alignment and on demon-
strating ways in which a given test meets a specific level, yet it is probable that some
of the more local alignment projects are not being reported as extensively as those
conducted by the major test providers. Nevertheless, all attempts at alignment are
contributing to our understanding of what learners can do at the various levels of the
framework, thus helping to refine our understanding of language proficiency (Harsch
2014). At the same time, alignment projects are informing and being informed by the
growing number of learner corpora, such as the Cambridge Learner Corpus which is
based on samples of learner English from student exam scripts (http://www.cam
bridge.org/elt/corpus). Attempts are also underway to “suggest improvements for the
CEFR based on research outcomes.” These are the objectives of the Second Lan-
guage Acquisition and Testing in Europe (SLATE) network, a group of European-
wide researchers undertaking a range of projects (for details see (www.slate.eu.org))
to better understand how language develops over the six levels of the CEFR.
Enhancing understanding of CEFR levels through empirical study is also the aim
of the English Profile Program which is working toward a profile of the grammar,
vocabulary, and linguistic functions characteristic at each CEFR level (see www.
englishprofile.org).

In more specific national contexts, the design and implementation of language
assessment for educational, professional, and other purposes needs to pay attention
to diverse language backgrounds of speakers and contexts of use. The need to take
account of diversity in public education has been recognized by many educational
jurisdictions. However, the translation of this recognition into action is still at an
early stage. In the United States, for instance, there have been various attempts to
provide accommodations for English language learners in formal examinations and
tests by allocating additional time or using bilingual material. Research on the
impact of such accommodations has so far been inconclusive (see Abedi et al.
2004; Menken 2008; among others). More recently under pressure of the mandatory
yearly assessment stipulated by the No Child Left Behind legislation, the assessment
framework for English language proficiency of school students from linguistic
minority backgrounds developed by a large multistate consortium, World-Class
Instructional Design and Assessment (WIDA, https://www.wida.us/assessment/),
takes account of language use and language demands in content areas such as
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Math and Science. The increasing adoption of the Common Core State Standards
(which set out school subject content specifications) across the United States has
amplified the need for content assessment in all subjects to consider urgently the by
now well-understood disadvantages of monolingually conceived assessment instru-
ments for students of diverse language backgrounds (Menken, Hudson and Leung
2014; Solórzano 2008). In many ways the situation in the United States resonates
with developments in other places where assessment frameworks and practices are
beginning to embrace the needs of linguistically diverse students. For instance, in
England where the school system has long recognized linguistic diversity, the
statutory assessment system has continued to be monolingually oriented. A
content-sensitive English as an additional language assessment framework for
schools is just beginning to be developed through an independent project (Evans
et al. 2015). Similarly, an initiative involving state-level education units and aca-
demic institutions to develop diversity-aware pedagogy and diagnostic assessment
has recently been established in Germany (see http://www.biss-sprachbildung.de/).

The use of assessment to promote learning has been receiving increasing attention
in recent years in all areas of education (e.g., Assessment Reform Group 2002; Black
and Wiliam 1998, 2009; Swaffield 2008; Wiliam 2011, among others). In the field of
additional language assessment, there is now an established body of work that relates
assessment to pedagogy. Given that the primary focus of this approach to assessment
is to facilitate learning, a good deal of the research and development is focused on
curriculum and classroom practices. The term “formative assessment” (otherwise
known as Assessment for Learning) is often used to cover work in this energetic field
(e.g., see the collection in Davison and Leung 2009). Some educational jurisdictions
have been developing their hitherto summatively oriented assessment frameworks to
include an element of formative assessment. For instance, the Hong Kong School-
Based Assessment component of the public school-leaving examinations (that
includes English language as a subject) states that:

SBA emphasises the assessment of a wide range of abilities which offers a comprehensive
appraisal of students’ performance. By integrating learning and teaching with assessment, it
helps students understand their strengths and weaknesses through quality feedback from
teachers. SBA also reduces dependence on the results of public examinations and boosts
students’ confidence and motivation to learn and enhances autonomous learning. (http://
www.hkeaa.edu.hk/en/sba/introduction/)

Another example is the promotion of formative assessment within the official
curriculum framework in Wales where Welsh as an additional language is part of the
national curriculum (Llywodraeth Cynulliad Cymru 2010). The National Certificates
of Educational Achievement assessment framework in New Zealand has a portfolio
component that comprises students’ own collection of evidence of learning (http://
seniorsecondary.tki.org.nz/Learning-languages/What-s-new-or-different/). For lan-
guage subjects such as French or Japanese, students are asked to collect visual/
audio samples of unrehearsed spoken and written language use in and out of school
contexts. This approach aims to generate student-led enquiry and assessment with
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clear formative benefits (Absolum et al. undated). This kind of system-wide attempt
to use assessment to promote learning has been accompanied by a growing body of
research that seeks to expand and refine the concepts and theories involved (see
Lantolf and Poehner 2013; Turner and Purpura 2016; among others). International
interest in such initiatives is very high with developments being followed closely by
practitioners and researchers alike.

Future Directions

Research and professional development now needs to address issues related to
changes in demographics and in language practices. As linguistic diversity acceler-
ates the fundamental question of what constitutes language competence (in English
or any other language used as the medium of instruction) in relation to curriculum
participation is fast becoming a central issue in terms of access to mainstream
educational provision and effective learning. Where students are required to partic-
ipate in the full range of curriculum subjects and mandatory assessment, it is
necessary to ask the following language model-cum-construct-related questions:
How should assessment deal with the relationship between curriculum content and
classroom language use? What is language proficiency in curriculum and schooling
contexts? While some education jurisdictions have taken the first steps in addressing
these issues (as indicated above), others have barely begun (see, e.g., European
Commission 2013).

Another issue that needs to be addressed particularly within the context of young
learners is how knowledge of all languages can be simultaneously valued. As
Shohamy (2014, p. 16) points out in relation to the complex languages situation in
Israel, schools too often try to “turn multilingual realities into monolingual islands”
for political reasons. This tendency is also evident in the European Union. Given the
virtually unrestricted freedom of movement within the EU and the high levels of
immigration into Europe, many classrooms at all levels of education have students
from a range of different L1 backgrounds and with variable knowledge of additional
languages. This inevitably poses questions about teachers being able to assess and
cater for the language needs of all their linguistically diverse students in terms of
promotion of additional language learning and bi/multilingualism. Teachers require
training in assessment, particularly formative assessment, which is all too often
lacking (Leung 2013; Rea-Dickins 2000, 2001).

The ELP and other similar packages will have to take account of the growing use
of English as lingua franca (ELF), particularly in the higher education context where
an increasing number of courses are being offered in English (Coleman 2006;
Jenkins and Leung 2014). ELF is a commonplace phenomenon (see Jenkins 2006,
2014; Seidlhofer 2011) often evident in contexts where the majority, if not all, of the
participants are nonnative speakers of English and where Anglophone sociolinguis-
tic rules do not necessarily apply. Thus, any language assessment designed for
transnational use needs to pay attention to the resultant emergent forms and prac-
tices. The challenge in the near future will be to address these issues so that the
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CEFR can be applied in the way aspired to by the Council of Europe, achieving
transparency, consistency, and uniformity across languages and levels of proficiency.

Concluding Remarks

This discussion has focused on key conceptual and design issues related to addi-
tional language learners and users in formal education and other settings. Although
there are contextual differences, there is a broad common goal – to build systems and
frameworks that can effectively represent language learners’ achievement in a world
of increasing population mobility. Assessment frameworks such as the CEFR and
WIDA are examples par excellence. At the same time, in the public education
domain, the international policy trend toward public accountability has introduced
many conceptual challenges. From the point of view of this discussion, a key issue is
the use language assessment criteria modeled on one kind of population being used
for another. In many mainstream education contexts, the problems largely arise from
using first language descriptors for assessing additional language performance, while
in the European context, adult-oriented language descriptors are being used as a
model for assessing young learners. Furthermore, as language practices change,
there is a need for assessment criteria, descriptors, and rating scales to be revised
periodically to reflect emergent forms of use and competence. Progress toward
resolving this kind of fundamental issue is likely to require both technical and
conceptual development through systematic research and some form of public policy
realignment to accommodate diversity in assessment criteria.
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Abstract
Washback, impact, and consequences refer to the educational phenomenon when
testing (often large-scale and high-stakes), specifically the uses of test scores and
the decisions made based on those scores, influence those stakeholders associated
with such testing. Washback, impact, and consequences are used in different
fields of research, and these terms encompass different dimensions of the research
undertaken. Washback is more frequently used to refer to the effects of tests on
teaching and learning at the classroom level. Impact refers to the effects that a test
may have on individuals, policies, or practices, within the classroom, the school,
the educational system, or the society as a whole. Many language testers these
days consider washback as a dimension of impact. The effects of testing on
teaching and learning have been traditionally associated with test validity (con-
sequential validity) where washback is considered as only one form of testing
consequences that need to be weighted in evaluating validity. This chapter
elaborates the origins and dimensions of these terms by presenting the major
empirical studies conducted over the past 30 years. Considering the complexity of
this educational phenomenon and increasing importance of the testing effects in
education and beyond, the authors present the challenges facing such research
and point out the directions that future research in this area could embrace.
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Introduction

It is accepted nowadays that “testing has become big business” (Spolsky 2008,
p. 297) and that it plays a powerful role in education, politics, and society in general
(McNamara and Shohamy 2008). High-stakes large-scale testing in particular “is
never a neutral process and always has consequences” for its stakeholders (Stobart
2003, p. 140), intended or unintended, and positive or negative.

In the long and substantial amount of research conducted in general education,
researchers refer to the phenomenon as measurement-driven instruction (Popham
1987), test-curriculum alignment (Shepard 1990), and consequences (Cizek 2001).
By contrast, in language education, test consequences are a relatively new concept
since the late 1980s. The two terms commonly used in the field are impact and
washback. Wall (1997) defines impact as “any of the effects that a test may have on
individuals, policies or practices, within the classroom, the school, the educational
system or society as a whole”. She also points out that “washback (also known as
backwash) is sometimes used as a synonym of impact, but it is more frequently used
to refer to the effects of tests on teaching and learning” (p. 291) at the classroom
level. Many language testers these days consider washback as a dimension of impact
(e.g., Hamp-Lyons 1997).

Primarily, the effects of testing on teaching and learning have been associated
with test validity (consequential validity) where Messick refers to washback as “only
one form of testing consequences that need to be weighted in evaluating validity”
(Messick 1996, p. 243). He stresses the need for the examination of two threats to
test validity, construct under-representation and construct-irrelevant variance, to
decide the possible consequences that a test can have on teaching and learning.
Bachman (2005) proposes a framework with a set of principles and procedures for
linking test scores and score-based inferences to test use and the consequences of test
use. Other contemporary validity theories (Chalhoub-Deville 2015; Chapelle et al.
2010; Kane 2013, 2016) adopting the various argument-based models have
established grounds for the inclusion of test consequences and uses within validation
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studies. These theories require the systematic collection of validity evidence at each
validation stage and from multiple stakeholder perspectives to better justify the use
of test scores in pedagogical and policy practices.

In addition, the effects of testing on teaching and learning are increasingly
discussed from the point of view of critical language testing, including ethics and
fairness in language testing, all of which are expressions of social concern. For
example, Shohamy (2001) points out the political uses and abuses of language tests
and called for examining the hidden agendas of the testing industry and of high-
stakes tests. Kunnan (2000, 2004) discusses the role of tests as instruments of social
policy and control. He also draws on research in ethics to link validity and conse-
quences and created a test fairness framework. Hamp-Lyons (1997) argues for an
encompassing ethics framework to examine the consequences of testing on language
learning at the classroom, as well as the educational, social, and political levels. All
of the above has led to the creation of a Code of Ethics for the International
Language Testing Association (see Davies 2008).

Early Developments

The work of Alderson and Wall (1993) marked a significant development in shaping
the constructs of washback studies for the field of language testing. The authors
explored the potential positive and negative relationship between testing, teaching,
and learning, and questioned whether washback could be a property of test validity.
They consequently proposed 15 hypotheses (revisited and refined in Alderson and
Hamp-Lyons 1996) regarding the potential influence of language testing on various
aspects of language teaching and learning, which thus directed washback studies for
years to come. The study of Wall and Alderson (1993) was the first empirical
research published in the field of language testing. It investigated the nature of
washback of a newly introduced national English examination in Sri Lanka by
observing what was happening inside the classroom.

A review of the early literature, as pointed out by Cheng (2008), indicates at least
two major types of washback studies. First there are those relating to traditional,
multiple-choice, large-scale standardized tests; these are perceived to have had
mainly negative influences on the quality of teaching and learning. Secondly there
are those studies where a specific test or examination has been modified and
improved upon (e.g., assessment with more communicative tasks: see Cheng
2005) in order to exert a positive influence on teaching and learning.

In 1996, a special issue in Language Testing published a series of articles that
further explored the nature of washback and empirically investigated the relationship
between testing, teaching, and learning. In this volume, Messick (1996) suggested
building on validity considerations through test design in order to promote positive
washback and to avoid construct under-representation and construct-irrelevant var-
iance. Although Messick did not specify how researchers could go about studying
washback through test design validation, he pointed out that test washback could be
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associated with test property. He thus offered a coherent argument to investigate the
factors in testing that are related to factors in teaching and learning. Bailey (1996,
p. 268), however, argued that any test, whether good or bad in terms of validity, can
have either negative or positive washback “to the extent that it promotes or impedes
the accomplishment of educational goals held by learners and/or program person-
nel”. Her argument indicated that washback effects (positive or negative) might
differ for different groups of stakeholders. Finally, Wall (1996) stressed the difficul-
ties in finding explanations of how tests exert influence on teaching, and turned to
innovation theory to offer “insights into why attempts to introduce change in the
classroom are often not as effective as their designers hoped they would be” (p. 334).

Three empirical research studies are also reported in the same special issue.
Alderson and Hamp-Lyons (1996) found that the Test of English as a Foreign
Language (TOEFL) affects both what and how teachers teach, but the effect is not
the same in degree or kind from teacher to teacher. Watanabe (1996) found that
teacher factors, including personal beliefs, past education, and academic back-
ground, seemed to be more important in determining the methodology a teacher
employs rather than the university entrance examination in Japan. Shohamy et al.
(1996) added that the degree of impact of a test is often influenced by several other
factors: the status of the subject matter tested, the nature of the test (low or high
stakes), the uses to which the test scores are put and that the washback effect may
change over time.

In summary, testing may be only one of those factors that “affect how innovations
[through testing] succeed or fail and that influence teacher (and pupil) behaviors”
(Wall and Alderson 1993, p. 68). The special issue editors of the volume also call for
the “need for co-ordinated research into washback and other forms of impact, and for
a theory which will guide testers so that they have the best chance of influencing
teaching, education and society in a positive way” (Alderson andWall 1996, p. 240).
Indeed the years since the 1996 special issue in Language Testing have seen a flurry
of publications ranging from collections of empirical studies, doctoral theses, and
research projects investigating different tests within different teaching and learning
contexts. These will be presented in the following sections.

Major Contributions

Two edited volumes that have become the cornerstone collection of washback
studies and initial attempts to capture the essence of washback have been published
in the 2000s. The first one was the publication of Cheng and Watanabe, with Curtis’s
Washback in Language Testing: Research Context and Methods (2004). Through its
compilation of washback studies, the book responded to the question “what does
washback look like?” – a step further from the question “does washback exist?”
posed by Alderson and Wall (1993). In its first section, the volume highlights the
concept and nature of washback by providing a historical review of the phenomenon
(Cheng and Curtis 2004); the second section showcases a range of studies on various
aspects of teaching and learning conducted in many parts of the world, e.g.,
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Australia, China, Hong Kong, Israel, Japan, New Zealand, the UK, and the USA.
The book has contributed to our understanding of washback and impact of language
tests in that we can no longer take for granted that where there is a test, there is a
direct effect.

The second publication was the special issue dedicated to investigating washback
in language testing and assessment published in Assessment in Education: Princi-
ples, Policy and Practice in 2007. The editors, Rea-Dickins and Scott (2007),
brought together papers from equally varied contexts that looked at washback
areas such as the consequences of large-scale school tests on different groups of
learners; the effects of a statutory national assessment curriculum on primary school
learners; a specific writing task of a high-stakes test on secondary school students;
three different program types on the development of students’ writing skills; and the
impact of the International English Language Testing System (IELTS) preparation
classes on improving student scores on the writing sub-test of the test. The papers
included also problematize on the selection of appropriate methodologies for
researching washback and on how language tests are used as a mechanism in the
manipulation of language education policies and policy control. The volume has
added to our understanding of washback as being context-specific, unstable, and
difficult to predict, and makes a call for greater dialogue between language and
education researchers.

Several major doctoral studies have also made a substantial contribution to the
understanding of the complexity of washback and offered methodological impli-
cations for washback studies over the years. For example, the longitudinal study by
Wall (2005) documents research examining one of the widely held beliefs that
change can be created in an education system by introducing or by re-designing
high-stakes examinations. Wall analyzed the effects of a national examination in
English as a Foreign Language in Sri Lanka that was meant to serve as a lever for
change. Her study illustrated how the intended outcome was altered by factors in
the exam itself, as well as the characteristics of the educational setting, the
teachers, and the learners. Her study, located in the interface of examination impact
and innovation in education, provided guidelines for the consideration of educators
who continue to believe in the potential of examinations to affect curriculum
change.

Through a large-scale, three-phase study using multiple methods to explore the
multivariate nature of washback, Cheng (2005) investigated the impact of the Hong
Kong Certificate of Education in English (HKCEE) on the classroom teaching and
learning of English in Hong Kong secondary schools where the examination is used
as the change agent. The washback effect of this public examination change was
observed initially at the macro level, including various stakeholders within the local
educational context, and subsequently at the micro level, including aspects of
teachers’ and learners’ attitudes, teaching contents, and classroom interaction. The
findings indicated that the washback effect of the new examination on classroom
teaching was limited despite expectations to the contrary. Her study supports the
findings of Wall and Alderson (1993), i.e., that the change of the examination can
inform what teachers teach, but not how they teach.
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Green (2007) used a variety of data collection methods and analytical techniques
to explore the complex relationship between teaching and learning processes and
their outcomes. Green evaluated the role of IELTS in English for Academic Purposes
(EAP) particularly in relation to the length of time and amount of language support
needed by learners to meet minimally acceptable standards for English-medium
tertiary study. This piece of research is of relevance to a range of interested parties
concerned with the development of EAP writing skills.

In her study, Tsagari (2009) explored the washback of First Certificate in English
(FCE, offered by the formerly known Cambridge ESOL) on the teaching and
learning that takes place in intermediate level EFL classes in Greece. The study
followed a mixed-method design to data collection and analysis, e.g., interviews,
teaching, exam-preparation materials and student diaries. The findings showed that
many other factors beyond the test, the teachers or students (e.g., publishers/authors,
the school, and the educational context) need to be taken into account when studying
the washback effect of a high-stakes exam to explain why washback takes the form it
does in a given context. The study led to a comprehensive model of exam washback
and suggestions for teachers, teacher trainers, students, material and test developers,
as well as future researchers in the area.

Many more doctoral level washback studies have been conducted over the years,
which add to our understanding of the complex nature of washback and impact.
These studies have been conducted in various contexts investigating the influence of
testing on teachers and teaching, textbooks, learners and learning, attitudes toward
testing, classroom conditions, recourse provision and management practices within
the school, the status of the subject being tested in the curriculum, feedback
mechanisms between the testing agency and the school, and the general social and
political context. The studies have also focused on the influence of national exam-
inations in countries such as Brazil, Canada, China, Egypt, Hong Kong, Iran, Israel,
Japan, Spain, Taiwan, and the UK. Others have also looked at worldwide English
testing such as IELTS, TOEFL, TOEIC, Cambridge Young Learners English test
series, and the Michigan Examination for Certificate of Competency. For a review of
washback and impact doctoral studies, see Cheng and Fox (2013) and Cheng
et al. (2015).

The research output of the above studies shows that washback is a highly
complex phenomenon due to the fact that it is an interactive multidirectional process
involving a constant interplay of varying degrees of complexity among the different
washback components and participants. Also the above studies have shown that
simply changing the contents or methods of an examination will not necessarily
bring about direct and desirable changes in teaching and learning. Rather various
factors within educational contexts are involved in engineering desirable washback,
e.g., test factors (test methods, test contents, skills tested, purpose(s) of the test),
prestige factors (stakes of the test, status of the test), personal factors (teachers’
educational backgrounds and their beliefs), micro-context factors (the school/uni-
versity setting), and macro-context factors (the specific society in which the tests are
used) (Cheng and Curtis 2004). However, questions remain about the nature of
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factors and stakeholders involved, the interaction between them and the conditions
under which beneficial washback is most likely to be generated.

Work in Progress

The interest in test washback and impact continues to grow, as evidenced in major
conference presentations such as Language Testing Research Colloquium (LTRC)
and publications in journals such as Language Testing and Language Assessment
Quarterly and edited volumes or monographs.

Several important projects have been commissioned by major testing agencies
and have increasingly played a major role in producing clusters of washback and
impact studies. These studies are conducted in many countries around the world on
the same test and tend to be large-scale and multi-faceted. They offer important
recommendations for the improvement of the tests under study and directions for
future research. For instance, findings of funded research studies, such as those
conducted by Cambridge English language assessments, report on the impact of
examinations at the micro (teaching and learning) and at macro levels (employabil-
ity, schools, parents, and decision makers) in countries such as Cyprus, Greece,
Japan, Romania and Spain. Long-term research on IELTS has been implemented
through the Cambridge ESOL Research & Validation Group. Most of these studies
are also collaborative in nature, which indicates the importance of working with
local experts, and employ mixed-method designs. The results are published online
via Research Notes, RN (http://www.cambridgeenglish.org/research-and-validation/
published-research/research-notes/) and other publications (Hawkey 2006). This
flurry of research has resulted in a richer and more informative picture of washback
and impact, and a more in-depth understanding of the current state of English
language teaching, learning, and assessment within the particular contexts.

Educational Testing Services (ETS) has also funded a series of studies examining
the impact of the TOEFL test. For example, the TOEFL Impact Study in Central and
Eastern Europe (Wall and Horák 2006, 2008, 2011) investigated whether the new
TOEFL iBT contributed to changes in teaching and learning after its introduction.
This study involved three research stages: Phase 1: a “baseline study” described the
type of teaching and learning taking place in commercial language teaching opera-
tions before details of the test were released about the content and format of the new
test; Phase 2: a “transition study” traced the reactions of teachers and teaching
institutions to the news that was released about the TOEFL iBTand the arrangements
made for new preparation courses; Phase 3 investigated whether textbooks published
accurately reflected the new test and what use teachers make of them in the
classroom. Data was collected via computer-mediated communication with infor-
mants providing responses to the activities in their classrooms and institutions and
reactions to tasks, which had been designed to probe their understanding of the new
test construct and format (see also Hamp-Lyons and Brown 2007; Tsagari 2012).
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Funded by the Social Sciences and Humanities Research Council of Canada
(SSHRC), Cheng and colleagues’ large collaborative study on Test Preparation:
Does It Enhance Test Performance and English Language Proficiency (http://educ.
queensu.ca/test-prep) is a multiphase and multiyear investigation into the relation-
ship of test preparation and test performance (Cheng and Doe 2013). This study is
conducted in partnership with major test agencies and various stakeholders: test
developers, teachers, students, test preparation center administrators and staff, and
university admissions officers. The researchers conducted case studies of test prep-
aration courses in Australia, Canada, China and Iran linking students’ test prepara-
tion practices to their test performance (Ma and Cheng 2016; Saif et al. 2015). The
study findings will provide test-designers and test users with empirical evidence
regarding the predominant phenomenon of test preparation and the validity of test
scores.

Problems and Difficulties

Although there have been increasing numbers of empirical washback and impact
studies conducted since the late 1980s, researchers in the field of language education
continue to wrestle with the nature of washback, and to research ways to induce
positive and reduce the negative washback and impact of language tests. As indi-
cated above, washback is one dimension of the consequences of the testing on
classroom teaching and learning, and impact studies include broader effects of
testing (as defined in Wall 1997). However, both assume a causal relationship
between testing, teaching, and learning which has not been established up to now.
Most of the washback and impact empirical studies have only established an
exploratory relationship. In many cases, we cannot be confident that certain aspects
of teaching and learning perceptions and behaviors are the direct causal effects of
testing. They could well be within certain contexts, but this relationship has not yet
been fully disentangled.

Furthermore, apart from the studies on IELTS, TOEFL, and large collaborative
studies, e.g., Cheng and colleagues’ study on test preparation, where a worldwide
test influences teachers and learners across countries and educational contexts, the
majority of the empirical studies focuses on the effects of one single test, within one
educational context using research instruments designed specifically for that partic-
ular study. The strength of such studies is that they have investigated factors that
affect the intensity of washback (Cheng and Curtis 2004). In fact, many of the factors
related with the influence of testing on teaching and learning illustrated in Wall
(2000) have been empirically studied. However, not only does little overlap exist
among the studies regarding what factors affect washback, but little overlap also
exists in researcher reports of the negative and positive aspects of washback (Brown
1997). In addition, there does not seem to be an overall agreement on which factors
affect the intensity of washback and which factors promote positive or negative
washback. This is a challenging feature of washback and impact studies, since
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researchers set out to investigate a very complex relationship (causal or exploratory)
among testing, and teaching and learning.

This complexity causes problems and difficulties in washback and impact
research, which in turn challenges any researcher who wishes to conduct, is
conducting, or has conducted such studies. In many ways, the nature of such
washback and impact study requires subtle, refined, and sophisticated research skills
in disentangling this relationship. Researchers need to understand the specificity,
intensity, length, intentionality, and value of test washback/impact and how
(or where and when) to observe the salient aspects of teaching and learning that
are potentially influenced by the test. They also need to identify their own bias,
analyze the particular test and its context, and produce the predications of what
washback and impact looks like prior to the design and conduct of the study (see also
Watanabe 2004). Washback and impact studies are, by definition, studies of program
evaluation, which require researchers not only to understand but also to make a value
judgment about the local educational context as well as the larger social, political,
and economic factors governing teaching and learning in relation to a test/examina-
tion or a testing system. Researchers need to acquire both the breadth and depth of
necessary research skills to avoid research based on investigating random factors of
teaching and learning, which may or may not have a direct relationship with testing.

Future Directions

It is clear that the future direction of washback and impact studies to investigate the
consequences of language testing need to be multi-phase, multi-method, and longi-
tudinal in nature. Washback and impact of testing take time to evolve, therefore
longitudinal studies are essential with repeated observations (and measures) of the
classroom teaching, including teachers and students as well as policy, curriculum,
and assessment documents. Also, researchers need to have very good knowledge and
understanding of the test they investigate, work collaboratively with the test devel-
opers and be well-immersed in the educational system they investigate, interacting
with a wide range of stakeholders. In addition, researchers should pay attention to the
seasonality of the phenomenon, i.e., the timing of researchers’ observations may
influence what we discover about washback (Bailey 1996; Cheng 2005) avoiding
potential bias. Examples like the IELTS impact studies and the impact studies on
TOEFL iBT across different countries and continents over a few years have a great
deal to contribute to our understanding of this complex phenomenon. Studies of a
single test within an individual context by a single researcher can still offer valuable
insights for that particular context; however, it would be best if groups of researchers
could work collaboratively and cooperatively to carry out a series of studies around
the same test within the same or across educational contexts. The findings of such
research could then be cross-referenced to portray a more accurate picture of the
effects of the test avoiding the “blind men and elephant” syndrome. Research studies
need also to move from the micro-level of the classroom (washback) to the macro-
level of society (impact), to analyze the social factors that lead to assessment
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practices in the first place, and to explain why assessment practices (large-scale
testing) are valued more than others. Such studies also need to link the (mis-)uses of
test scores with what happens inside and outside the confines of the classrooms.

In addition, the methodology (and the methods) used to conduct washback
studies need to be further refined. For example, researchers need to vary their
methods including mixed method explanatory, exploratory, and concurrent design.
Also, more sophisticated data collection and analysis methods, e.g., those linking
directly with test-takers’ characteristics, perceptions of assessments, learning pro-
cesses, and their learning outcomes (test performance) need to be employed beyond
classroom observations and survey methods (interviews and questionnaires) (e.g.,
Xie and Andrews 2013). Building on the increasing numbers of studies carried out
on the same test or within the same educational context, future researchers can
replicate or refine instruments and analysis procedures, which was not possible in the
past. The replication would allow researchers to build on what we have learned
theoretically, conceptually, and methodologically over the years and further our
understanding of this phenomenon.

While it would be useful to continue to study the effects of tests on broad aspects
of teaching, it is essential to turn our attention to investigate the effects on students
and their learning as they receive the most direct impact of testing. In other words,
what has not been focused on in previous studies is the direct influence of testing on
learners (e.g., their perceptions, their strategy use, motivation, anxiety, and affect),
on their learning processes (e.g., what and how they learn, or how they perform on a
test including test-taking), and learning outcomes (test scores or other outcome
measures). Based on these investigations, it is also important to use the results to
do in-depth observations of students. For example, it is crucial to study students’
understanding of the test constructs especially in the public examination domains
where test-related information may not be directly accessible to students. In addition,
it is important to study factors that are likely to be shaped by the learning and wider
societal context. Other than students’ perceptions of a test, it is also important to
examine how they obtain such knowledge. This type of research can directly link the
consequences of testing with test validity. It would be also worthwhile to look at the
test taker population more closely, e.g., the educational characteristics (in terms of
learning and testing) of the students. We know by now that high-stakes testing like
IELTS or TOEFL influences students. However, is the impact of the test different on
students learning English in one country than in another where the educational
tradition (beliefs and values) are different? Without a thorough understanding of
where these students come from and the characteristics they bring to their learning
and testing, it is unlikely that we can fully understand the nature of test washback and
impact.

Research also needs to be directed towards the relationship between high stakes
large-scale testing and classroom-based teacher-led formative assessment (Tsagari
and Banerjee 2014). Research in this area can better inform teachers for their
curriculum planning and instruction and can better support student learning, making
ongoing teacher involvement a part of test development and validation process
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(Froetscher 2016). Another fruitful area of research is the investigation of “language
assessment literacy” – LAL (Fulcher 2012, p. 125) of high-stakes test users, e.g.,
teachers (Vogt and Tsagari 2014), university admissions officers (O’ Loughlin 2013),
test writers, and professional language testers (Harding and Kremmel 2016). It is
important to understand the degrees of LAL needed for different stakeholder groups
in high-stakes test contexts as this can induce positive consequences from tests. This
is an exciting research venue that will be able to attest to the urgent and largely
unrecognized need in many high-stakes educational and policy-making contexts for
increasing teacher development opportunities (Taylor 2013).

An additional area that lacks empirical research is washback on stakeholders
outside the immediate confines of the classroom, e.g., parents, who tend to be
neglected, but take important instructional decisions about learners outside of their
school time. In addition, given that assessment is located in the social context,
empirical studies of indirect participants – such as public media, language accred-
itation systems, employers and policy makers – and their perceptions and under-
standing of high-stakes tests and use of test scores are needed, as these will add
greater importance to the washback phenomenon and unveil different degrees of
complexity.

Finally it remains controversial in educational assessment research whether
and how consequences should be integrated in test validation or even whether
they belong to test validation or not (Messick 1989; Moss 1998; Nichols and
Williams 2009). A few studies in the field of language assessment have system-
atically investigated test consequences within a coherent validation framework to
examine evidence for the purpose of evaluating the strength of the validity
argument (including consequential validity) of a particular test in a given situation
(Chapelle et al. 2010; Chalhoub-Deville 2015). In the end, washback and impact
researchers need to fully analyze the test under study and understand its test use.
Bachman (2005, p. 7) states that “the extensive research on validity and validation
has tended to ignore test use, on the one hand, while discussions of test use and
consequences have tended to ignore validity, on the other”. It is, then, essential to
establish the link between test validity and test consequences theoretically and
empirically. It is imperative that washback and impact researchers work together
with other language testing researchers, as well as educational policy makers and
test agencies, to address the issue of validity, in particular, fairness and ethics of
language tests.

Cross-References

▶Critical Language Testing
▶Ethics, Professionalism, Rights, and Codes
▶Language Assessment Literacy
▶Training in Language Assessment
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Part IV

Assessment in Society



History of Language Testing

Bernard Spolsky

Abstract
Although some thirty years ago I saw language testing as made up of three
successive periods, each an advance over the last, I am now less optimistic.
Rather, I see it as developed as part of a long history of examinations, starting
with the Imperial Chinese system and moving from the selection among an elite
to an effort to control mass education systems. The result has been industrializa-
tion, so that testing has become big business, and political concern for account-
ability is threatening to swamp schools with tests. To handle evidence of
inevitable uncertainty, psychometrics developed techniques to show statistical
reliability, but efforts to demonstrate validity remain inconclusive, though con-
struct validity and argument-based approaches focused on test use are suggesting
promising leads. Testers have developed guidelines for ethical testing, but there is
no enforcement. Computerization has raised new problems but not solved old
ones. Language testers are open to the implications of language diversity, and
some propose multilingual testing. But the power of the established systems
continues.
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Introduction

The challenge in the title that I have been assigned is daunting; if only I still had the
chutzpa that I had 30 years ago when I happily divided the history of language
testing into three periods (Spolsky 1977)! Since then, having actually spent many
months two decades later studying the history of the field (Spolsky 1995b), I am
much less confident about my ability to describe its development and quite certain
that any predictions that I may make have little chance of being correct: as the
Talmud points out, now that prophecy is dead, only fools and babies venture to do it.

What I plan to do in this short paper is to sketch out a number of key events in the
history of testing in general and language assessment in particular, using them as
labels for clusters of approaches to assessing human abilities that continue to show
up in one form or another under varying circumstances. Because it is not always
clear that a new approach is derived from an older one, I will not argue that these add
up to any record of progress in the field (this was the basic flaw in my 1977 paper,
where I was attempting to argue that the current approach was the best). There were
influences, no doubt, but each is best seen as an adaptation to contemporary concerns
and possibilities. Nor will I take the position that so many critics do: swā lengra, swā
wyrs – things go on getting worse, as the bad drives out the good.

In any history of testing, the Chinese Imperial examinations naturally come
first, as this was the first state-wide effort to establish a testing system under
centralized control. At times during the 2000-year history of the system, the
Emperor himself saw the final papers. The aim of the examination system was to
winnow out of a large pool of candidates the very best could be selected for
government office as Mandarins, with subsequent major financial reward. The
Chinese principle, as Lord Macaulay (1853) called it when arguing in the British
Parliament for its adoption as a method of selecting cadets for the Indian Civil
Service, involved a long and complex academic examination intended to test and
rank a number of well-prepared candidates. It had no interest in evaluating or
influencing an educational system, but its only concern was sorting and selecting a
tiny and in theory independent elite. While the Imperial examinations faded away
even before the last of the Emperors (Franke 1960), they had a major effect in
establishing a very strong (and eventually unhealthy) respect for testing in China
and other countries under Chinese influence, producing continued pressure on
education in Japan and Korea as well as China.

This first major examination may well be contrasted with the medieval Treviso
test, in which the students of the Northern Italian school were assessed at the end of
the year by representatives of the city council which then paid the schoolmaster
according to the success of his students (Ariès 1962; Madaus 1990). The important
characteristics of this approach were its focus on the educational process, its use of
the school curriculum as specification of content, and its interest in ranking pupils
only in terms of their mastery of the curriculum. When in the sixteenth century the
Jesuits brought the Chinese notion of examinations to Europe, they adapted it to the
Treviso purpose of the control of the curriculum: in the classical Christian Schools of
the seventeenth and eighteenth century (de la Salle 1720), pupils were tested at
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regular intervals on their mastery of the curriculum, and their progress was deter-
mined by the success on the regular tests.

During the French Revolution, the religious schools were secularized, and their
examination system was further modified to suit the needs of a strong central
government. Napoleon (another Emperor) established academies in each department
to be responsible for the administration of the centrally controlled examination, the
core of which was the Bac (baccalaureate) which marks the culmination of second-
ary school study (Théry 1861). The system continues in effect, its emphasis on
government control proving popular in many other countries as well.

The oral examination for lieutenants that Samuel Pepys introduced into the
British Navy at the end of the seventeenth century (Tomalin 2003) had features of
the Chinese Imperial Examination in that it wished to replace selection by patronage
by merit and of the Treviso test in that its concern was not with ranking but with
mastery of a defined body of knowledge. Carried out by senior captains, it had the
authority of their experience but the unreliability of untrained judges.

In England in the nineteenth century, there were important new developments.
Macaulay (1853, 1898) argued in Parliament for the examinations that were adopted
initially for the Indian and later for the English Civil Service. They were partially
modeled on examinations at Oxford and Cambridge, the goal of which was to rank a
comparatively small number of well-prepared candidates; at Oxford, those who did
well received first, second, or third class honors; and at Cambridge, the best student
in the Tripos was called senior Wrangler. A similar model was adopted in nineteenth-
century Prussia in the selection of magistrates (McClelland 1980). In England and
the colonies, the popular esteem in which examinations were held made it possible
toward the end of the century to widen the system: examinations were commonly
conducted by school inspectors to assess the achievement of pupils in state elemen-
tary schools.1

In the early years of the twentieth century, there was an effort to extend this
school-based testing by the use of the objective techniques being developed by the
new field of psychometrics. In England, the interest was short lived (Burt 1921) but
revived in 1944 with the eleven plus examination intended to decide what kind of
secondary school a pupil should go to, but in the United States, where a number of
interested parties trumpeted the mythical success of intelligence testing by the army
in the First World War (Reed 1987; Yerkes 1921), the 1920s were marked by the
proliferation of tests and of testing companies ready to sell them to schools. The
American or objective test (initially true-false but later increasingly multiple choice)
came to be seen as the ideal instrument for most assessment purposes. Occasionally
adopted elsewhere, it met resistance in much of the world until the full forces of
globalization after the Second World War led to its rapid proliferation and current
virtual universalization. It is now associated with a movement for accountability in
education, with many systems accepting the Treviso principle that teachers should be
paid according to their pupils’ test results.

1I found a report of my father’s score on a 1910 report when he was 11.
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Language testing grew up against this background. The early tests often included
components intended to assess language competence. Where the emphasis was on
literacy skills, the method was generally to require composition or translation (and
later, as these do not lend themselves to objective testing, comprehension which can
be tested with multiple-choice items). When oral skills were considered important
(in sixteenth century Cambridge University where students were still expected to
know Latin well enough to use it or in testing spoken language ability), there was
oral testing, but it proved particularly difficult to adjust to the requirements of large-
scale objective testing (Spolsky 1990). In special cases, however, such as the
comparatively small-scale elite testing for the US diplomatic service (Wilds 1975),
there were reasons and resources to develop a comparatively standard method of
assessing spoken ability, and there continue to be attempts to do it more cheaply
using computers or telephones.

This, as they used to say in the old continuous movie houses, is where we came
in. For many language testers of my generation, the history of our field starts in the
1960s, the beginning of the large-scale industrialization and centralization of lan-
guage testing that has come to be based in Princeton and Cambridge. My 1977 view
of this point in time was a progression from a “traditional” examination (consisting
of written translation, composition, comprehension, and grammar) through a psy-
chometrically driven testing of structural linguistic items that had formed the basis of
such tests as the Michigan Lado test of English (Lado 1951). In the next stage, there
appeared a new trend that combined John Carroll’s argument for integrative testing
(Carroll 1961) with the experience of the FSI oral examination, all modified in the
light of Cooper’s argument for adding sociolinguistic aspects (Cooper 1968). To this,
one would now add the attraction of computerization of the process, both test
administration and (still controversial but growing) and scoring.

Looking back over the half-century during which language assessment has
developed into an identifiable academic field as well as a major industry, there are
several trends which are worth identifying. One, particularly relevant to the aca-
demic field but with strong influence on practical test development, has been the
effort to overcome what was recognized a hundred years ago as the unavoidable
uncertainty of examinations (Edgeworth 1888). The field of psychometrics has been
struggling ever since to find ways of making tests reliable and valid. Once statistical
methods of establishing reliability were found, replacing single individual measures
like essays with large numbers of objective items lending themselves to appropriate
statistical treatment, testers could argue that their test was reliable: in other words,
that it would have much the same result when repeated on other occasions or with
other candidates. More difficult has been agreement on the validity, essentially the
meaning rather than the stability of the result. In the early days of language testing,
tests were considered valid if they correlated well with other tests. The justification
for a new test was a fairly high correlation (say .8, which meant that two-thirds of the
variation had been accounted for) with some existing test it was meant to replace.

The last 50 years have seen much more robust and intelligent efforts to establish
validity. There have been rare efforts to validate the predictive power of a test: the
early versions of the IELTS were validated by asking university tutors whether the
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results agreed with their own judgment of English knowledge of foreign students
who had taken it (Criper and Davies 1988). For many years, ETS suggested that each
institution should carry out its own validation study of the TOEFL results of students
they admitted; very few did this, however. Another approach has been construct
validation, an effort to build a theoretical model of the ability being measured and
then to determine that test items could reasonably be assumed to measure the various
described aspects of the construct (Weir 2005; Weir et al. 2013). The notion of
validity was greatly broadened by the work of Lyle Bachman (1990, 2000) who
applied to language testing the extended definition of validity proposed by Messick
(1980, 1989) which included focus on impact. The pursuit of validity continues:
Bachman has now found ways to integrate the social implications and the use of
language test results into the model, and Weir’s work is central to test revision at
Cambridge.

A second major trend has been the complications involved in what Carroll called
integrative testing, the assessment of samples of language (written or spoken)
produced by the candidates and hardly susceptible to objective measurement by
requiring human judgment. Language testers in the 1930s and 1940s wanted to test
these performances but were challenged by the psychometric difficulties of
establishing reliability on the one hand and in determining which factors led to
individual judgments on the other. The use of such tests were also practically
difficult: in the 1940s, the Cambridge English testers had to use Post Office engi-
neers to record samples of oral tests in order to try to train new judges; in 1961, the
ETS representative easily dissuaded the TOEFL planners from including a writing
sample because of the expense of air mailing examination booklets to the US; in the
mammoth Chinese English Test, oral testing by two examiners was restricted to
100,000 or so of the 6 million candidates who took the test each time it was given.

But there continued to be pressure. During the brief period of the Army Special-
ized Training Program (Iglehart 1997; Spolsky 1995a), Kaulfers (1944) planned but
never implemented a scale for oral testing of the soldiers in the program. When later
the Assistant Secretary of State insisted that American diplomats be tested for their
language proficiency, oral ability could not be left out, and the Foreign Service
Institute, with advice from John Carroll, developed a scale and began a system of
testing using two or three judges. A number of years later, information about the test
was made available to academic language testers (Wilds 1975), and it became the
model for such testing in other government agencies and later for foreign language
testing in the United States and elsewhere.

We thus had two major trends: a pursuit of reliability that provided backing for the
development of industrialized objective tests, and a market-driven demand for more
or less valid measurement of productive proficiency. The first of these led to the
development of the large-scale industrial test. While most early language tests were
the work of individual language teachers and testers, starting in the 1920s in the
USA, they were quickly taken up by small psychological testing corporations most
of which were in due course swallowed by publishers, only to be taken over in due
course by large international conglomerates (Clark and Davidson 1993). The excep-
tion was Educational Testing Service, born as the testing arm of the College Board
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and provided with permanence and independence by being set up in New Jersey as a
nonprofit corporation licensed by the New York Board of Regents. Their major
moneymaker in language testing was TOEFL, the Test of English as a Foreign
Language, and was set up originally as an independent body but brought under
ETS control in a series of brilliant political maneuvers (Spolsky 1995b). For most of
its 40 years at ETS, TOEFL was a prime example of an industrial test, open to market
forces rather than to changing theory. Both the Test of Spoken English and the Test
of Written English were in response to demands from test users rather than inde-
pendent innovation.

In England, the process was similar. English language tests were produced by a
number of testing centers, generally affiliated with universities, but by the 1970s the
University of Cambridge Local Examination Syndicate had clearly taken the lead.
The market forces in the period after the Second World War with growing demand
for English language teaching and testing persuaded the Syndics to take the field
seriously, and they learnt their lesson well from an attempt to compete with TOEFL
by claiming to be comparable in reliability and validity (Bachman et al. 1989). In
particular, they made sure that their English testing division remained independent
and was able to make use of its growing profits to carry out the research needed for
constant improvement of their tests (Weir and Milanovic 2003).

Perhaps the most significant development from the nonindustrial oral testing
process was the growth of the importance of the scale. For Thorndike in the early
days of testing, a scale consisted of a number of prejudged and carefully ranked
examples of the product being scaled: handwriting or essays (Thorndike 1910). For
the Foreign Service Institute, a scale was a verbal protocol describing as accurately
as possible the particular characteristics of a language performance of a defined level
or stage of learning (Jones 1979). Such scales worked as mnemonics for trained
judges to remind them of the consensus they had reached in training exercises and in
previous experience. They raise all sorts of intriguing theoretical problems: they
assume, for instance, that language proficiency is scalable rather than a set of
partially related abilities in performing various language functions. As a result,
they need to be accepted by consensus rather than validated in practice or theory.
One of the most elaborate developments of the language scale is the Common
European Framework (Council of Europe 2001), which in fact comprises a large
number of different scales for various kinds of language knowledge and functional
ability. Given the convenience of scales however for practical use, the tendency has
been to attempt to reduce the Framework to a relatively simple scale equivalent to the
US Interagency Roundtable scale.

Besides what may be called the psychometric, industrial, and scaling trends, an
important development in late twentieth-century language testing was the broaden-
ing of the content to include sociolinguistically influenced aspects of language. It
was Cooper (1968) who pointed out the need to include social context, and with the
development of communicative language teaching and lip service at least to ethnog-
raphy of speaking (Hymes 1967, 1974), language testing has broadened from the
academic testing of the standard written version of a language to allow for assess-
ment of control of other varieties in various social and functional situations. One
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inevitable conclusion has been the realization that tests need to find some way to
achieve authenticity and to measure the ability to perform in situations not unlike the
real world.

There has been another important adjustment of language testing to its social
context, and this has been the attempt to define and even judge the social context of
test use and the ethicality of the test. The concern over social and educational effects
of tests was not new: Latham (1877) complained that examinations at the end of the
nineteenth century were leading to narrowing of educational goals. British testers
like Cyril Burt were conscious of the social influence of tests, hoping they would
permit more intelligent children from the lower socioeconomic classes to become
upwardly mobile. Similarly, Lemann (1999) argues that Chauncey’s main motive in
developing the SAT was to bring a wider socioeconomic population into top East
Coast colleges and universities and so into the national leadership.2 In language
testing, too, we have come to be concerned about social implications. Edelsky et al.
(1983) suggested that unwillingness of disadvantaged pupils to play the testing
games led to misconceptions about their language proficiency. Spolsky (1981,
1984) argued for the need to take an ethical view of the effects of a language test.
Shohamy (1992, 1994, 1997, 2001) took this concern further, detailing the power of
language tests for social control. Most recently, McNamara (2005) and other
scholars have described the use of language tests outside the school system to verify
identity of people claiming ethnicity or asylum and to filter or block immigrants. The
effect has been felt within the profession (Hamp-Lyons 1997), and over the past few
years, professional language testing associations and groups have been working to
develop codes of ethics and of professional practice (see http://www.iltaonline.com/
code.pdf).

There have been some new developments since I wrote the first version of this
paper. One has been an important recognition of multilingualism especially in cities,
sometimes labeled as a modern effect of globalization producing super-diversity
(Cadier and Mar-Molinero 2012; De Angelis 2014; Romaine 2008; Shohamy 2011).
Shohamy has argued for multilingual tests. Another has been the recognition of
language diversity, as pointed out by Kachru (1986) and leading to questioning of
testing of standard British or American English.3 Much of this is focused on the
notion of English as a lingua franca (Seidlhofer 2011), which has led to a tendency to
demote the native speaker as goal.

Having almost run out of space, I am spared the task of spending very much time
on future trends. Were I still a young optimist, I would suggest that everything will
continue to get better. Industrial tests will become more human and less powerful;
only valid tests will be used (after careful validation) for major career decisions;
simple unidimensional scales and scores will be replaced by complex profiles
showing the wide range of plurilingual proficiency of anyone tested; tests will not

2It didn’t work, but it did allow women and Jews and later Asians into Ivy league schools.
3When Robert Lado showed his tests to the UCLES staff in 1959, it was the Americanisms rather
than the objective items that shocked them.
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be misused. But from my current perspective, I am much more skeptical. I see the
industrial test makers working industriously to computerize their tests and sell them
wherever possible; I read online discussions in which writers painfully and hesitat-
ingly try to rerun debates about cloze tests that were closed decades ago; I see
multidimensional profiles being reduced to uniform scales; I see one whole estab-
lishment refusing to recognize that the highly educated native-speaker-like ambas-
sador is not the only top of the language tree; I see countless school and university
systems continuing to interpret more or less randomly awarded scores as though they
were meaningful. At the same time, I expect to continue to see good research into the
nature of language proficiency and the continued demonstration of possible ways to
assess its relevance to defined social purposes.

In other words, more of the same. An idea, I notice, for which I am quoted in the
introduction to the testing volume of the first edition of this encyclopedia (Clapham1997).
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High-Stakes Tests as De Facto Language
Education Policies

Kate Menken

Abstract
The practice of high-stakes testing, using a single test score to determine major
decisions, has become commonplace in school systems around the world. Tests
now hold extremely important consequences for students, teachers, schools, and
entire school systems. Because the stakes of current tests are so high, they guide a
wide range of educational choices, including curricula, materials, pedagogy,
teacher preparation, educational programming, and language medium of instruc-
tion. In this way, high-stakes tests result in de facto language education policies.
This chapter examines the relationship between high-stakes testing practices and
language education policies to show how testing becomes de facto language
policy in schools.

The chapter begins with a brief exploration of the history of the standardized
testing movement. It then presents recent empirical research that has investigated
high-stakes testing from a language education policy perspective in order to
deepen understandings of how high-stakes standardized tests become de facto
language policies in implementation, as schools respond to the exacting pressures
of testing. The chapter documents the detrimental impact of monolingual testing,
focusing on the formal education of children and how students and the education
they receive is affected by recent testing practices. It then explores the potential
for multilingual assessment informed by recent translanguaging theory to address
these issues.
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Introduction

There has been an increase in the use of high-stakes standardized testing over the past
20 years in school systems around the world, whereby important consequences are
attached to a single test score, often as part of standards-based educational reform
efforts (also known as outcomes-based reforms). A test becomes high stakes when a
single test score is used as the main or sole factor in determining significant educa-
tional decisions. Internationally, single test scores carry high-stakes consequences for
individual students, as they are used to determine achievement, learning level, grade
promotion, grade retention, attainment of a diploma, and university admission. Raising
the stakes even further, student performance results on these tests are also being used
by governments to evaluate teachers, schools, and entire school systems as a means to
hold educators and educational systems responsible for student learning. In this
chapter, I examine the relationship between high-stakes testing practices and language
education policies to show how testing becomes de facto language policy in schools.

In order to do so, it is first necessary to clarify how language education policy is
defined (for a more detailed discussion of language policy, see “Language Policy and
Political Issues in Education,” of this Encyclopedia). Language policy refers to “formal
and informal decisions about language use, which includes laws, regulations, and
statutes, as well as practice” (de Jong 2011, p. 256), and involves language practices,
beliefs, and management (Spolsky 2004). Language education policies determine which
language(s) are taught and used as medium of instruction, how they are taught, and how
linguistic diversity is negotiated in schools (Shohamy 2006; Spolsky 2004; Tollefson
2012). Thus while language policies are concerned with the decisions that people make
about languages and their use in society, language education policies refer to carrying out
such decisions in educational contexts (Shohamy 2006). School language policies are of
pressing concern because they can determine language maintenance or oppression, with
long-lasting implications for speakers of a given language and their communities.

High-stakes testing thus carries major implications for language education and
emergent bilinguals (students who speak a language other than the national or dominant
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language at home and are learning it in school). In addition to either rewarding or
barring an individual student from future opportunities, such tests are used in schools to
guide a wide range of educational choices, including curricula, textbooks and materials,
pedagogy, teacher preparation, programming, and languagemedium of instruction. The
higher the stakes of a test, the greater impact it has on the education that students
receive. In this way, high-stakes tests act as de facto language education policies.

Yet rarely do policymakers or test developers consider the language policy
byproducts of standardized tests. Instead, the language policies embedded within
high-stakes exams are typically implicit rather than explicit, though extremely
powerful in shaping changes at the classroom level (Menken 2008; Shohamy
2001). Overlooking the language policy implications of high-stakes testing has
proven particularly harmful for emergent bilinguals, their teachers, and their schools.
As research in language policy has become more attentive to policy implementation
in schools (taking a “bottom-up” as well as “top-down” perspective), recent empir-
ical research has studied high-stakes testing from a language education policy
perspective. This line of research is presented in this chapter, as it examines how
high-stakes standardized tests become de facto language policies in implementation,
as schools respond to the exacting pressures of testing.

Early Developments

This review begins by exploring the history of the standardized testing movement,
with particular attention to the implementation of such tests with speakers of
minoritized languages, such as immigrants and indigenous populations worldwide.
Today’s standardized tests have historical roots in the mental measurement move-
ment that focused on intelligence quotient (IQ) testing. Spolsky (1995) reports that
the whole testing movement initially flourished in the United States and spread
globally after World War I. The development of intelligence tests, and IQ testing in
particular, coincided with a rapid increase in immigration to the United States at the
turn of the twentieth century (Hakuta 1986). Alfred Binet is credited with creating
the first IQ test in 1904 at the request of the French government, for identifying
children to be placed into special education programs. In 1917, after being translated
into English, IQ tests were used by H. H. Goddard to test immigrants arriving in the
United States via Ellis Island. Of 30 adult Jews tested, 25 were found to be “feeble
minded” (Hakuta 1986, p. 19).

Carl Brigham, one of the founders of the testing movement, administered IQ tests
in English to two millionWorld War I draftees in the United States and analyzed why
test takers born in the United States or in the United States for 20 years or more
outperformed recent immigrants (Spolsky 1995). Basing his findings on national
origin, race, ethnicity, and English literacy, he found that blacks were inferior to
whites. Brigham categorized Europeans as “Nordics, Alpines, and Mediterranean
races” and found that Alpine and Mediterranean races were inferior to the Nordic
race (Hakuta 1986; Wiley and Wright 2004). Hakuta (1986) critiques these findings
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with regard to immigrants, for failing to acknowledge how language proficiency is
directly tied to exam performance.

The political use of IQ testing was not limited to immigrants, as the tests were
used as a sorting mechanism in education for all students; immigrants as well as
other minorities have historically been particularly vulnerable to high-stakes deci-
sions made on the basis of test scores. IQ tests justified racial segregation of US
schools in the twentieth century, and test scores resulted in the hierarchical ranking
of students within schools of that era (Mensh and Mensh 1991). In addition, the
findings Brigham reported in his book, A Study of American Intelligence, influenced
Congress to pass an act restricting immigration by “non-Nordics.” As Wiley and
Wright (2004) summarize:

English literacy became a gatekeeping tool to bar unwanted immigrants from entering the
United States when nativists began clamoring for restrictions. Simultaneously, literacy
requirements barred African Americans at the polls. . .Thus, the so-called scientific testing
movement of the early 20th century was intertwined with racism and linguicism at a time
when the push for expanded uses of restrictive English-literacy requirements coincided with
the period of record immigration. (pp. 158–159)

From the beginning, testing has been exploited as a means to exert power,
authority, and control. Scientifically proven to be neutral and impartial, tests very
effectively sort, select, and punish (Shohamy and Menken 2015). The sections that
follow explore the intersection between testing and language education policy.

Major Contributions

Shohamy (2001) was the first author to argue that language testing is in actuality de
facto language policy, particularly when high stakes are attached. As she wrote in the
introduction to her book, The Power of Tests:

Professor Bernard Spolsky and I were asked to propose a new language policy for Israel.
Given my background and interest in language testing, I again learned about the power of
tests as it became clear to me that the ‘language testing policy’ was the de facto ‘language
policy’. Further, no policy change can take place without a change in testing policy as the
testing policy becomes the de facto language policy. (Shohamy 2001, p. xiii)

In Israel, a new test of Arabic as a foreign language was introduced that was
intended to raise the prestige of the language among Hebrew speakers. After several
years, Shohamy (2001) found that the test influenced teaching, learning, and curric-
ula to such an extent that teaching and testing had essentially become synonymous.
Even so, it had not successfully raised the status of the Arabic language in Israel.
These cases show how policymakers use tests to create de facto policies that will
promote their agendas and communicate their priorities, a top-down practice which
Shohamy (2001) characterizes as unethical, undemocratic, and unbeneficial to the
test taker.
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More recently, Shohamy (2006) highlights the following as the three major
language policy implications of testing: determining prestige and status of lan-
guages, standardizing and perpetuating language correctness, and suppressing lan-
guage diversity (p. 95). For example, the use of the Test of English as a Foreign
Language (TOEFL) internationally to determine school or university entrance con-
tributes to the high status and prestige of English as a global language.

Uniformity of approach and content is a common result of high-stakes testing,
both in foreign language and second language education. One example is the various
language proficiency rating scales provided by US government agencies, such as the
Foreign Service Institute, the Defense Language Institute, and the Peace Corps, and
the widespread use of the Common European Framework of Reference (CEFR) in
Europe. Such scales establish set stages of language learning, as though learning a
language follows a prescribed and controlled linear order (Shohamy and Menken
2015). The CEFR is particularly powerful in education, where it has become a
prescriptive sequence of how and what learners learn – a problematic interpretation
that has been critiqued by Fulcher (2004) and Shohamy (2006), among others.

Language assessment research on what is termed testing “washback” offers
further evidence for tests as de facto language policies in education. In early research
in this area, Messick (1996, p. 241) defined washback as “the extent to which the
introduction and use of a test influences language teachers and learners to do things
that they would not otherwise do that promote or inhibit language learning.” The
argument that washback can be either positive or negative is reinforced more
recently by Fulcher (2010) as well as Cheng and Curtis (2012), who argue further
that washback should be purposeful in order to encourage positive effects. The
findings in this area of research, however, seem to indicate that the effects are
more often negative and unintended.

One major critique of high-stakes standardized testing in the washback literature
is that curricula and instruction are narrowed as a consequence, such that the material
on the test drives what is taught and “teaching to the test” becomes commonplace.
This is reported as far back as 1802, when a new exam was introduced at Oxford and
criticized because it resulted in a student’s education becoming narrowed down to
only the subjects being assessed (Simon 1974 as cited in Wall 1997). Hayes and
Read (2004) demonstrate how changes to the English language testing system in
New Zealand show washback effects, with teachers and students narrowly focused
on test tasks rather than on academic language proficiency in the broader sense.

In research on the National Matriculation English Test (NMET) in China, Qi
(2005) showed how the exam did not have the positive effects that were intended, as
teaching of linguistics knowledge rather than communicative competence continued
to be emphasized and the elements of language taught remained limited to the skills
tested. As the author stated:

When crucial decisions are made on the basis of test results and when one’s interests are
seriously affected, who can afford not to teach to or study for the test? This is especially true
when the sole measure of the success of the educational process being evaluated is the test
scores. . . (Qi 2005, p. 163)
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The higher the stakes of an exam, the more likely it is that the test will shape
teaching, learning, and language policy. As the author explains, the notion of using
high-stakes testing to positively change teaching is innately problematic, due to the
pressure it creates to teach to the test.

Cheng (2004) studied changes to language testing in Hong Kong and concluded
that the washback effects were negative because they resulted in drilling what was
required by the exam. By definition, this restricted the scope of what students
learned, and drilling or rote memorization activities overshadowed possibilities for
authentic language use. From these studies, it seems that the possibilities for positive
washback effects from high-stakes testing are limited by the nature of the exams
themselves.

The more recent literature in this area has focused on efforts to promote what is
termed “positive washback” or “intended washback” (see, for instance, Cheng and
Curtis 2012; Muñoz and Álvarez 2010). For example, in their research on English as
a foreign language instruction in Colombia, Muñoz and Álvarez (2010) argue for
giving teachers “constant guidance and support over time” in order to generate
positive washback. While washback research explores the ways that testing changes
teaching and learning, little attention is paid in the washback literature to the effects
of testing on the lives of educators and students in schools. This differs from research
on testing from a language policy perspective, which goes beyond the impact of
testing on language education to also consider the social justice implications when a
test acts as de facto language policy.

Work in Progress

Recent research highlights the problems associated with monolingual testing for
emergent bilinguals and language education policy and the potential for multilingual
assessment to address these issues. Research conducted in the United States shows
how monolingual testing serves to marginalize emergent bilinguals and their lan-
guage practices, limit their future opportunities, and encourage monolingual lan-
guage policies in schools. US federal education policy entitled No Child Left Behind
(NCLB) was passed into law by Congress in 2001.1 Under the law, emergent
bilinguals are to be tested annually in English language proficiency and academic
content, with failure resulting in high-stakes consequences for schools and school
systems (e.g., federal sanctions such as school closure or loss of funding) as well as
for students (e.g., grade promotion and graduation; Menken 2008). NCLB is found
to encourage instruction in English only, particularly due to its accountability

1It is worth noting that as this chapter goes to press, NCLB has been replaced by a new federal law
called the Every Student Succeeds Act (passed into law in December 2015). While this new law
allows for greater state autonomy on testing, all states still have the same assessment systems in
place as they had under NCLB. To date there has been no reduction of high-stakes testing in US
schools, and the full impact of this new legislation remains to be seen.
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mandates, as emergent bilinguals and their schools must prepare for high-stakes tests
in English and are disproportionately likely to fail and be penalized (Menken 2010;
Wiley andWright 2004). A number of studies (Evans and Hornberger 2005; Menken
2008; Menken and Solorza 2014) show how this policy of monolingual testing raises
the status of English while it suppresses non-tested languages and has directly
contributed to the elimination of bilingual education programs.

For instance, Crawford (2004) reports that NCLB testing policies undermine
bilingual education programs when the tests are provided in English only. In a
dual language bilingual education program in Montgomery County, Maryland,
instructional time was balanced equally between English and Spanish. However,
the school district became concerned with poor reading scores by emergent bilin-
guals on high-stakes exams and mandated two-and-a-half-hour blocks of English
phonics each day. This increased the amount of daily English instruction, which
disrupted the bilingual program’s equal instructional time in each language.

Wiley and Wright (2004) note how the word “bilingual” was removed from
NCLB. They critique the inclusion of emergent bilinguals into tests in English
when they have not had sufficient time to acquire the language, highlighting the
similarity between current high-stakes tests and literacy and intelligence tests
administered during the early twentieth century to bar immigrants from entering
the United States. They argue that although NCLB does not prohibit bilingual
programs, it does encourage English-only approaches (Wiley and Wright 2004).

Menken’s (2008) qualitative research in New York City examines the requirement
that all students pass a set of state exams in order to graduate from high school, as
part of the state’s accountability system under NCLB. Due to the high stakes of these
assessments, tests have become de facto language policy in city schools where
Menken (2008) argues that they shape what content is taught in school, how it is
taught, by whom it is taught, and in what language(s) it is taught. As she writes:

The tests themselves leave the task of interpretation to teachers and schools, who decipher
their demands and use them to create a complex and wide array of school-level language
policies. While it is tempting to assume that top-down policy will simply be unidirectional in
implementation, and that if No Child Left Behind implicitly promotes English then English
will always be favored in instruction. In actuality, however, this assumption is overly
simplistic; while most schools in this sample indeed increased the amount of English
instruction students receive to improve their test performance, one school and certain
teachers were found doing exactly the opposite, and instead increased native language
instruction as a test preparation strategy. (Menken 2008, p. 11)

Particularly concerning is Menken’s (2008) finding that the testing requirements
in New York to comply with NCLB have resulted in increased dropout rates and
decreased graduation rates for emergent bilinguals, only one-third of whom success-
fully graduate from high school each year.

These findings are recurrent nationally, where emergent bilinguals disproportion-
ately fail high-stakes standardized tests and are placed into low-track remedial
education programs, denied grade promotion, retained in grade, and/or leave school
(Gándara and Contreras 2009; Vasquez Heilig 2011; Valenzuela 2005). Vasquez
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Heilig (2011) and McNeil (2005) report a narrowing of school curricula and large
amounts of instructional time devoted to test preparation in Texas classrooms,
particularly for emergent bilinguals. Untested subjects such as science and social
studies are being abandoned at the elementary level, because tests of English and
math are the areas required under NCLB.

Empirical research by Palmer and Lynch (2008) offers further support for the
argument that the link between testing and language policy is not always unidirec-
tional. While these authors highlight the tension between monolingual testing and
bilingual education, they show that within bilingual programs, the language favored
in instruction is the same language in which students will be tested. Based on
qualitative research conducted in six elementary schools in Texas, a state where
high-stakes tests of certain subjects can be taken in English or Spanish, Palmer and
Lynch (2008) show how it is testing that drives language education policy decisions.
As these authors write:

We argue that children who test in Spanish will be taught in Spanish, with little attention to
the transition process until the testing pressures are lifted; children who test in English will
be taught in English, with little attention to the support in their primary language that may
determine their ability to succeed on a test in their second language. (Palmer and Lynch
2008, p. 217)

As described here, teachers “teach to the test” by matching the language of
instruction to the language of the tests.

Although New York is also a state where test translations are available, research
by Menken and Solorza (2014) shows a causal link between the testing and account-
ability policies of NCLB and the loss of bilingual education programs in New York
City schools. Menken and Solorza (2014) conducted qualitative research in ten
New York City schools that had recently eliminated their bilingual education pro-
grams in order to determine the factors that drove that decision. They note how
emergent bilinguals in city schools in 2001 were evenly divided between bilingual
education and English as a second language (ESL) programs, but since then the
proportion of emergent bilinguals enrolled in bilingual education has decreased to
just 22%, while ESL enrollment has increased to over 76%. Menken and Solorza
(2014) show how test-based accountability is problematic for schools serving
emergent bilinguals, as these students are disproportionately likely to be labeled
low performing due to the impact of language proficiency on test performance across
all subjects. This places school administrators under enormous pressure to improve
the performance of their students so that their schools can be deemed successful
under NCLB, and many respond to this pressure by adopting English-only language
policies for their schools. As the authors write:

Bilingual education programs are immediately blamed for the poor performance of emergent
bilinguals on high-stakes tests and other measures of accountability. . .Principals in our
sample turn to language programming changes for emergent bilinguals as a way to provide
the “quick fix” their schools needs to immediately meet the federal and local accountability
requirements. (Menken and Solorza 2014, p. 108)
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Although the availability of test translations might create an opening for bilingual
educators to teach in a language other than English, the New York case shows how
this alone is not enough. In New York, test translations fail to curtail the widespread
elimination of bilingual education programs in the wake of high-stakes standardized
testing.

Moving away from test translations, which are monolingual in that they
require students to answer test items in one language or the other (not both),
multilingual assessment is a promising possibility to address some of the prob-
lems associated with monolingual testing described above. Multilingual assess-
ment is grounded in very recent research in applied linguistics about
translanguaging that pushes back against rigid language separation or what
Cummins (2005, p. 588) terms the “two solitudes” or García (2009, p. 70) refers
to as “monolingualism times two.” This research clarifies how the languages of
bilinguals do not work in isolation from one another, but rather are deeply
interconnected. García (2009) offers the term translanguaging to describe bilin-
gual language practices and capture the flexible and complex ways they language
in order to make meaning.

Shohamy (2011) proposes the use of multilingual testing to better match the
actual language practices of emergent bilinguals. Empirical research by Shohamy
(2011) as well as by Rea-Dickins et al. (2011) suggests that the use of multilingual
assessments significantly contributes to higher scores on academic tasks and more
accurately reflects the knowledge of test takers. Shohamy and Menken (2015) argue
that a translanguaging approach to multilingual assessment should drive future
research and practices in language testing. As they write:

[W]hat we term here “dynamic assessment” offers affordances for emergent bilinguals to use
their entire linguistic repertoire flexibly and creatively to process and produce language for
academic purposes through various procedures such as mediation and displaying test
questions simultaneously in two languages. Rather than suppress students’ home language
practices, given the power and prestige of language tests, dynamic multilingual assessments
not only offer more accurate information about students and improve their outcomes, but
also serve to raise the prestige of students’ home languages in schools and society. (Shohamy
and Menken 2015, p. 265)

That said, very little research to date has been conducted about the actual
development and implementation of multilingual assessments. As such, this is a
promising area for future research.

Future Directions

As described above, language policies are created by high-stakes testing at every
level of educational systems around the world in ad hoc, uncoordinated, and often
competing ways. More often than not, this is done implicitly, with the language
policy implications of tests rarely being discussed openly or explained from the
outset. Yet tests wield enormous power over the lives of students and educators and
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shape how testing policy is exercised in schools and societies. For example, they
affect the instruction and educational experiences of students in school and also
determine students’ futures.

Whether done explicitly or implicitly, the findings from the studies cited here
show that the effects of high-stakes tests as de facto language policy are often
unintended. Research about the intersection between testing and language policy is
recent, and overall there is very little research on this critical topic. Yet major
decisions are being made in school systems every day based on test scores. At the
school level, curriculum and teaching are narrowed to the material on the tests, and
certain languages are privileged over others in education. Moreover, tests can offer a
justification for the perpetuation of societal inequities in schools, a trend from the
past being repeated in schools today.

In light of these complex issues and limited research on testing as language
education policy, there is a need for further research in this area. The following are
possibilities for future directions:

• More research is needed that explores how testing shapes and affects language
education policies and offers guidance for the use of assessment to inform
educational practices and instruction in positive ways.

• It would be useful to learn if the use of multiple measures of student achieve-
ment (e.g., the use of portfolios, an array of samples of student work, grades,
classroom performance, and teacher recommendations) for high-stakes deci-
sion-making would have the same impact on language medium of instruction,
language standardization, and language status that the use of a single test score
has had.

• Likewise, research on the development of clear and cohesive school-wide lan-
guage policies in individual schools would be valuable to learn if schools that
have developed their own language policies and established a strong vision for
language education are as greatly impacted by the pressures of high-stakes
testing.

• Research is needed on how assessment practices can be informed by the newer
translanguaging paradigm, such as through multilingual assessments, and the
impact of doing so.

• Many countries have adopted language policies that are multilingual, especially
in recent years, yet testing practices have not followed suit. Research is needed to
better understand the possibilities for aligned testing practices to multilingual
language policies.

• The focus of this chapter has been on testing in formal educational contexts for
children, yet testing serves many different purposes in language teaching and
learning, for instance, in the education of adults, in tertiary education, in higher
education, for professional certification, for determining citizenship, and so
on. Research is needed on the interplay between testing practices and language
education policies in these areas as well, so that their impact can also be better
understood and mediated.
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Ethics, Professionalism, Rights, and Codes

Alan Davies

Abstract
The present chapter reviews aspects of ethics and professionalism in language
testing and assessment and considers notions of rights and the use of codes as a
way of linking both aspects. Against the traditional professions of law and
medicine, language testing’s claims to professionalism are not strong. But what
it can do is to publish its commitment to ethics by means of a Code of Ethics. This
provides for accountability both to members of the profession and to its stake-
holders. This drive to accountability, to make its principles and practices explicit,
explains the emphasis given in the language testing literature to the role of
standards, both as goals and as the criteria for evaluating language testing pro-
cedures. It also explains the concern in the profession to uphold individual rights,
especially those of test-takers. The review accepts that both professionalism and
Codes of Ethics can be used improperly for face-saving ends and raises the
question of how far issues to do with ethics, professionalism, rights and codes
can be subsumed under the overall concepts of reliability and validity.
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Introduction

Before discussing the specific characteristics of professionalism in language testing
and assessment, various definitions of a profession should be considered, allowing
us to examine the claims of language testing for professional status in relation to
general constructs of professionalism. This will enable us to understand language
testing’s decades-long efforts to professionalize itself in a broader context, and the
devices it has used for achieving this goal.

Early Development: Professions

Max Weber (1948) contrasted professions with bureaucracy, seeing in professions
the paradigm form of collegiate activity in which rational power is based on
representative democracy and leaders in principle are first among equals. Fullwinder
provides the following criteria for a profession:

• It is a performance for the public good.
• It contains special knowledge and training.
• It deals mainly with people who for different reasons are especially vulnerable

and dependent in their relationship to the practice of the professional (1996,
p. 73).

Such criteria are readily applicable to the traditional professions of law and
medicine, which explains Fullwinder’s further comment that what distinguishes a
profession from, say, a business, is its primary concern with the public good, since
“that doctors and lawyers do not exploit . . . vulnerability, but help persons overcome
serious threats to their health and rights constitute the great public good of the two
professions” (1996, pp. 73, 74). And he suggests that whether or not an activity
meets the criteria for a profession may be determined by completing the following
schema:

The profession of . . . serves the . . . needs of persons. (: 74)

Webster’s Ninth New Collegiate Dictionary of the English Language (1994 edi-
tion) defines a profession as a calling. This primary definition “a calling” alerts us to
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the derivation of profession: “professing, to profess: to commit oneself < profiteri, to
declare publicly, to own or confess freely, to give evidence and thus to avow, in
particular to declare oneself to be something (a friend, a philosopher, a physician, a
teacher) entailing a pledge of capacity to fulfil the undertaking” (Siggins 1996, p. 56).

Siggins makes much of the early monastic influence:

The profession of religion was the technical term for conversion to the monastic life and its
vows . . . when universities appeared in a resurgent Renaissance Europe, it was first of all the
teachers of sacred theology who were called ‘professors’ (p. 57) . . . the transition from
cloister to university, however, laid the groundwork for the emergence of these disciplines
(law, medicine) as proud, autonomous and eventually secular orders of society. (pp. 63, 64)

Marshall (1994, p. 419) defines a profession as “a form of work organization, a
type of work orientation and a highly effective process of interest group control.”
Such an organization requires:

• A central regulatory body to ensure the standards of performance of individual
members

• A code of conduct
• Careful management of knowledge in relation to members’ expertise
• Control of entry numbers

There is a more sceptical view of the professions, querying their concern for the
public good and seeing them as interest groups set up so as to exercise control over
clients by means of socially constructed problems and thereby exert power. Ivan
Illich (1987) saw the professions as totally self-interested and hypocritical. They
created new needs among the general population and then made the public totally
dependent. This approach treats professional ethics as an ideology rather than as an
orientation necessarily adhered to or meaningful in practice. Marshall (1994) con-
tends that, in such a setting, entry and knowledge controls function as a form of
status exclusion for privileged and remunerative employment. And, somewhat
ironically, while trade unions, that parallel (and very different) form of work sodality,
become more professional in practice and orientation through, for example, job-
entry controls, so the professions become more unionate, permitting, for example,
collective bargaining and embracing industrial conflict.

In recent years many work-related activities have sought to describe themselves
as professional. The reason for what has been called the professionalization of
everything is, no doubt, greater public demand for accountability and widespread
desire to emulate the status accorded to the law and medicine. The two professions of
medicine and law, sometimes termed the noble professions, are revered as models of
professionalism by those in other forms of employment, from estate agents and
hairdressers to accountancy and language testing. They, like medicine and the law,
demonstrate to their members and to the world that they are professions by publish-
ing a Code of Ethics. The Codes claim professionalism, that is, faithfulness to the
rules and articles of the occupation, but the higher the degree of professionalism
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required of members, the stronger and more enforceable the code. Professions which
are state licensed can enforce their codes through sanctions, such as dismissal from
the profession, which are not available to weaker professions. Again, medicine and
the law are canonical examples.

A Code (of Ethics and/or Practice) is one of the devices which provide for
accountability by its apparent openness, thereby permitting the profession to publish
its concern for the common good. Such codes set out the principles the profession binds
itself to maintaining. Skene (1996) proposes that there are two types of code: the first
type is intended to maintain standards of practice within the profession and to protect
the community. The provisions of this first type of code may be prescriptive (and duty
oriented) or aspirational (and virtue related). The second type is intended to protect the
interests (especially the financial ones) of the profession and of its members, by
including rules new members must accede to and requiring that only fully qualified
people may be admitted to the profession, that members must be loyal to one another,
and that they should not compete unfairly with one another.

Work in Progress: Standards

The current drive for accountability may explain the frequent references everywhere
to “standards” and therefore suggest to us that the standard concept is new and
original. It is not. The search for standards has a long tradition, often under different
names, the most common probably being norms, but there are other familiar terms
too such as rules and conventions. What they all indicate is that there are social goals
and that there are agreed ways of reaching towards those goals.

Brindley places standards under the broad heading of outcome statements: these,
he considers, can refer to standards themselves and to benchmarks, attainment
targets, bandscales, profiles, and competencies, all of which “are broadly speaking,
standards of performance against which learners’ progress and achievement can be
compared” (1998, p. 48). Elder argues that within institutions, standards have more
authority since they can be used as nonnegotiable goals (Elder 2000a).

In language assessment, standards have two senses. I note them here and then
discuss each in turn:

1. The skills and/or knowledge required in order to achieve mastery and the
proficiency levels leading to mastery, along with the measures that operationalize
these skills and/or knowledge and the grades indicative of mastery at each level

2. The full set of procedures followed by test constructors which provide evidence
to stakeholders that the test/assessment/examination/evaluation is serious and can
be trusted, demonstrating, often through a Code of Ethics, that the test construc-
tors are operating professionally

The two senses are also sometimes combined.
In the first sense, standards are the goal, the level of performance required or

explained, thus “the standard required for entry to the university is an A in English”;
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“English standards are rising” (Davies et al. 1999, p. 185). Stakeholders, of course,
rightly wish to know what is meant by such statements, how they are arrived at, and
what is the evidence for making them. For this, there are three requirements:
description, measurement, and reporting. There needs to be a description of the
standard or level, an explicit statement of the measure that will indicate that the level
has or has not been reached and a means of reporting that decision through grades,
scores, impressions, profiles, and so on.

Description, measure, and report, these three stages are essential, although there
may be blurring of stages 2 and 3, such that the report is included within the measure.
Where classical objective tests such as the Test of English as a Foreign Language
(TOEFL) and the International English Language Testing System (IELTS) differ
from the scale approaches of the Inter-Agency Round Table (IAR) and the American
Council on the Teaching of Foreign Languages (ACTFL), the International Second
Language Proficiency Ratings (ISLPR) is in their unequal implementation of the
three stages. The tests offer measures and reports but may be light on the first stage,
description. The scales provide description and reports but may lack a measuring
instrument (Davies 1995).

The move away in recent times from the objective test to the subjective scale is no
doubt part of the widespread rejection in the social sciences of positivism, fuelled by
the sociocultural turn and concern for critical language testing (Shohamy 1997)1.
But it also has a more practical explanation. In large-scale operations, common
standards may be more readily acceptable if they are imposed by a scale which is
open to local interpretations. A contemporary example is found in the Council of
Europe’s Common European Framework of Reference (CEFR) for Languages:
Learning, Teaching, Assessment (CEFR 2003). The CEFR, then, is not a measure.
For measuring purposes, the CEFR operates as a common reference to which local
and national assessment instruments can relate (Taylor 2004).

Large-scale operations like the CEFR may be manipulated unthinkingly by
juggernaut-like centralizing institutions. Mitchell describes the misconceived impo-
sition of the attainment targets and level descriptors of the UK’s National Curriculum
for Modern Foreign Languages, asserting that the longer-term impact of these
standards “will certainly be to reduce diversity and experimentation . . . we are likely
to lose the more ambitious and more experiential interpretations of communicative
language teaching, which has . . . historically been found at local level” (Mitchell
2001, p. 174). Elder reports a similar case of inappropriate standards for Languages
Other Than English (LOTE) in Australia (Elder 2000b). Bailey and Butler,
discussing the No Child Left Behind (NCLB) program in the USA, complain that,
because of recent changes to the federal law, no distinction is made between English
learners and native speakers. The law now requires “the inclusion of English Learner

1Special Issues of Language Testing (14/3: 1997) and of Language Assessment Quarterly (1/2&3:
2004) are dedicated to the issue of ethics in language testing.
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students in new mandated assessment systems. The NCLB Act of 2001 increases
school accountability” (Bailey and Butler 2004, p. 183). Such mismatches are not
wholly unlike what we have suggested as the possible CEFR massaging of local
measures since in all cases, what is in train is the imposition of one overall set of
standards nationally, regionally, or even universally, the McDonaldization of lan-
guage standards. However, our scepticism may be misjudged and out of place, since
by their very nature standards are ambitious for wider and wider acceptance. There
really is little point, after all, in establishing standards just for me if they have no
meaning or application for you or anyone else: similarly with standards for a class,
school, city, and so on. What then is wrong about the Mitchell, the Elder, and the
Bailey and Butler cases is not that they were attempts at expanding the range and
distribution of standards but that they were, for the populations discussed, the wrong
standards.

In the second sense, standards are a set of principles which can be used as a basis
for evaluating what language testers do, such as carrying out the appropriate pro-
cedures. When a school principal maintains that his/her school is “maintaining
standards,” the implication is that achievement levels over time are constant.
When an examination body such as Educational Testing Service (ETS) or the
University of Cambridge Local Examinations Syndicate (UCLES) claims that they
are “maintaining standards,” what they seem to mean is that they are carrying out the
appropriate procedures, such as standard setting (Griffin 2001).

Standard setting is a technical exercise, involving, as it does, the determining of
cut scores for a test, either for pass/fail or for each level in a band system. But it is
worth remembering that standard setting remains a substantially political and ethical
issue: “there can be no purely technical solution to the problem of standard setting in
this context’ (of an English test for ESL health professionals), the decision ‘remains
intrinsically ethical and political; no amount of technical sophistication will remove
the necessity for such decisions.” (Lumley et al. 1994, p. 39.)

To an extent, this is where Messick’s theorizing (1989) has taken us in his attempt
to provide one overall coherent framework for the description, the measurement and
the reporting of standards, and the systematic effects they have on all stakeholders.
The term that has come to be associated with his conceptualization is, as we have
seen, that of consequential validity, but it does seem that impact may be an alterna-
tive name for it (Hawkey 2006). Impact studies the effects that a test has when put to
use: this is more than the more frequently used term washback precisely because it is
concerned not with just how a test works in one situation but with its systemic
influences. As such, impact can investigate fundamental issues about standards: are
they the right ones for the purposes intended, are they fully and openly described, are
they attached to reliable and valid measures and is the reporting clear and precise and
does the test produce desirable outcomes in the form of more appropriate and useful
teaching? What impact studies, then, can do is to enable us to reevaluate and make
explicit not just the standards we promote but the very view of language we take for
granted.
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Major Contributions: Ethics

The basic concerns of language testing, that its work should be reliable, valid, and
practical and that it should take responsibility for its impact, fall on different sides of
the two explanations for acting ethically. The first explanation is the deontological
(following the philosopher, Kant) which takes account of its intrinsic value, and the
second is teleological (following the philosopher, Hobbes) which takes account only
of consequences. Thus we could crudely align validity and practicality with the
deontological explanation and reliability and impact with the teleological explana-
tion, which means that ethically we cannot choose between the deontological and the
teleological because we must take account of both present value and future effects
(Lynch 1997; Kunnan 2000).

One of the chief roles for ethics is to maintain a balance between the rights of the
individual and the demands of the social. The danger is that in our attempts to be fair
to individuals, we may end up by destroying the social, making all morality
individual and therefore never achieving fairness. We are left, writes Osborne,
only with “personal ethics or the search for small forms of valid knowledge”
(1992, p. 181).

But there is a way out of such a solipsist trap, as Jackson (1996) shows.
Discussing Codes of Practice, she points out that morality is never absolute. For
example, codes of health and safety require a clause which limits the protection of
employees to “within reason.” Such a clause takes a common sense approach
recognizing that (1) there are rules and (2) how they are interpreted will depend on
the local context. For ILTA, this has raised the difficult problem of reconciling its
global statement of ethical commitment with what may be differently interpreted in
local situations. Hence, the recourse to a twin approach, the Code of Ethics as the
statement of abstract principles and the Code of Practice as the explanation of how
these principles, is put into local practice.

Codes of Ethics have greater validity for organizations claiming to be profes-
sional when there is a single form of activity, one basic qualification, where there is
mainly one type of work and where the activity is already strongly organized and
formally registered. The professions of law and medicine are again the obvious
canonical examples.

It has been suggested that ethics in language testing is no more than an extended
validity. This is the argument of Alderson et al. (1995), that ethics is made up of a
combination of validity and washback. Validity, and particularly consequential
validity, is defined by Messick (1989) as being concerned with the social conse-
quences of test use and how test interpretations are arrived at. Gipps (1994) con-
siders that consequential validity represents a shift from “a purely technical
perspective to a test-use perspective – which I would characterize as an ethical
perspective” (Gipps 1994, p. 146).

An ethical perspective for a language tester is necessary (Kunnan 2005). But in all
professional statements of morality, a limit needs to be imposed on what is
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achievable or even perhaps desirable. In my view, therefore, the apparent open-
ended offer of consequential validity goes too far. It is just not possible for a tester as
a member of a profession to take account of all possible social consequences (Davies
1997a, 2005, 2008). What can be done is the internal (technical) bias analysis and a
willingness to be accountable for a test’s fairness or, in other words, limited and
predictable social consequences we can take account of and regard ourselves as
responsible for. A language test to select trainees for an organization of torturers is
surely unacceptable to the profession. But if that organization, unknown to me,
makes use for selection purposes of a language test I have designed, it is surely
unjust that I should be deemed guilty or that I should blame myself for unethical
conduct. After all, can an architect be blamed if the building she/he has designed
some years ago is used for ugly racist meetings?

In the absence of sanctions for exclusion of members for unethical conduct and of
the legal backing to require that those who practise language testing are properly
qualified and certified, what the professional associations of language testing can
offer is to create an ethical milieu (Homan 1991) through education: the community
of self-governing scholars are inspired deontologically by their ambition to contrib-
ute to the public good. Helping create the ethical milieu is the Code of Ethics (and/or
of Practice) which makes the direct link between the members of the profession (test
developers in all their manifold activities) and their stakeholders. Professionalism is
thus demonstrated, and the profession is shown to be accountable by the acceptance
of a Code of Ethics, by the publication of the profession’s standards and by the
recognition of stakeholders’ rights.

Codes of Ethics and of Practice

Codes of Ethics and of Practice across all sectors have proliferated in recent years.
This increase raises three questions:

1. Why has there been such a rapid increase?
2. Has the increase improved ethical standards?
3. Do the Codes provide protection for the profession from misuse of their products?

“Ethics codes,” write Leach and Oakland (2007), “are designed to protect the
public by prescribing behaviors professionals are expected to exhibit.” And their
spread is clear: “of the two hundred largest corporations in the world, 52.5% have
some sort of ethical code” (Helin and Sandstrom 2007, p. 253). However, these same
authors conclude at the end of a review of corporate codes of ethics: “we still lack
knowledge on how codes work, how they are communicated and how they are
transformed inside organizations” (ib, p. 253).

Language testing has in the last 30 years or so sought to professionalize itself. To
that end, it has provided itself with both national and international professional
associations such as the International Language Testing Association (ILTA CoE
2000), the Association of Language Testers of Europe (ALTE 2001), the European
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Association for Language Testing and Assessment (EALTA 2006), and the Japan
Language Testing Association (JALT) and three regional associations in the USA,
the Midwest Association of Language Testers (MWALT), the East Coast Organiza-
tion of Language Testers (ECOLT), and the Southern California Association for
Language Assessment Research (SCALAR).

A professional Code of Ethics is a set of principles which draws upon moral
philosophy and serves to guide good professional conduct. It is neither a statute nor a
regulation, and it does not provide guidelines for practice, but it is intended to offer a
benchmark of satisfactory ethical behaviour by members of the profession. A Code
of Ethics is based on a blend of the principles of beneficence, non-maleficence,
justice and respect for autonomy and for civil society.

ILTA

When ILTA was established in the early 1990s, one of the early projects was to
develop a Code of Standards (also known as a Code of Practice). A draft Code was
produced in 1997 but the project was not taken further, largely, it seems, because it
appeared too difficult to agree on a single ILTA code. ILTA may have been a small
organization, but it had a global membership and therefore wished to reach agree-
ment on a single – global – Code. Somewhat later the project was restarted. It was
decided that in the first instance a Code of Ethics (CoE) should be developed and not
a Code of Practice (CoP) on the grounds that it would be more abstract and therefore
more likely to gain universal acceptance. The CoE was developed and accepted by
ILTA as its CoE in 2000.

The ILTA Code of Ethics justifies itself thus:

(it) . . . “is a set of principles which draws upon moral philosophy and serves to guide good
moral conduct. It is neither a statute nor a regulation, and it does not provide guidelines for
practice, but it is intended to offer a benchmark of satisfactory ethical behaviours by all
language testers.”

It mentions sanctions and it makes clear that good professional behaviour is
dependent on judgment; there are no formal rules and what the Code of Ethics relies
on in the absence of sanctions is the willingness of ILTA members to act responsibly
in accordance with the Code of Ethics (CoE) because they are professionals. In other
words, professional training and experience equip you to behave responsibly. Those
who fall short may be stripped of their ILTA membership. That mirrors the procedure
in law and medicine, but in those professions the sanctions are very much more
effective. Without membership of the relevant legal and medical professional bodies,
it is not possible to practise as a lawyer or a doctor. That is just not the case in
language testing where the sanctions are weak and not supported by the law. Thus,
there is nothing to prevent an ex member of ILTA to continue to practise as a
language tester. While the law and medicine are strong professions, language testing
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is a weak profession where the burden of being professional is more an individual
than a collective responsibility.

The ILTA Code of Ethics identifies nine fundamental principles, each elaborated
on by a series of annotations which generally clarify the nature of the principles; they
prescribe what ILTA members ought to do or not do, or more generally how they
ought to comport themselves or what they, or the profession, ought to aspire to; and
they identify the difficulties and exceptions inherent in the application of the princi-
ples. The annotations further elaborate the Code’s sanctions, making clear that failure
to uphold the Code may have serious penalties, such as withdrawal of ILTA mem-
bership on the advice of the ILTA Ethics Committee. Although this Code derives from
other similar ethical codes (stretching back into history), it does endeavor to reflect the
ever-changing balance of societal and cultural values across the world.

Language testers are independent moral agents, and sometimes they may have a
personal moral stance which conflicts with participation in certain procedures. They
are morally entitled to refuse to participate in procedures which would violate
personal moral belief. Language testers accepting employment positions where
they foresee may be called on to be involved in situations at variance with their
beliefs have a responsibility to acquaint their employer or prospective employer with
this fact. Employers and colleagues have a responsibility to ensure that such
language testers are not discriminated against in their workplace.

Three Questions

I return now to the three questions I posed earlier. The first is: why has there been
such a rapid increase (in the publication of Codes of Ethics)?

It has been suggested that everyone today wants to be a professional, that every
work activity now desires to professionalize itself for purposes of prestige and to
secure greater control over those involved in the activity. Indeed, in Western
societies it could be argued that the familiar distinction between professions and
trade unions is now blurred. And as professions have multiplied, so have Codes of
Ethics or Practice by the newer professions, anxious to claim their status as a
profession and to do so in the public way that publishing a Code permits.

Siggins comments: “Codes of ethics and codes of practice have multiplied
without pause in the last decades of this century, not only in the professions but in
business, industry and social services, largely in response to the successful growth of
consumer movements and their demand for accountability to the public interest”
(Siggins 1996, p. 53). He goes on to explain that those commercial activities that
have issued codes are wholly concerned “to acknowledge legal and moral rights of
their customers and their duty towards them. . . Codes of the learned professions, on
the other hand, have always declared the virtue and competence of the select
members of a distinguished class” (ib.).

The code takes its origin in the oath taken in law and medicine. “When in the
nineteenth century, medical associations in Britain, the US, Australia and elsewhere
called their corporate ethical standards ‘code of ethics’, they intended to echo the
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prescriptive force of this usage to express what the Hippocratic oath had already
called the ‘law of medicine’” (: ib., p. 156). “The learned professions’ use of codes
always differed from the more recent commercial use by their declaration of the
virtue and competence of their members who are ‘select members of a distinguished
class’” (p. 55). For language testing, caught up in their rush to professionalize, the
question has been: Is language testing a learned profession or a social/commercial
activity? The answer has to be that it is both: for those members who are academics,
they see themselves as belonging to a learned profession, while those in more
business-like bodies, they regard themselves (or perhaps their organizations) as
more commercial.

I turn now to Question 2: Has the increase in Codes improved ethical standards?
There is no easy answer to this question. What can be said is that: “A professional

grouping risks being characterised as unethical if it does not now espouse a set of
principles enshrined in a Code of Ethics” (Freckelton 1996, p. 131). What a code
does is to clarify to the members of the profession what it stands for – it acts as a
unifying statement; at the same time, it makes clear to the public what may be
expected of members of this profession. It is, indeed, a modern version of an oath.
However, codes have their critics, that they are elitist and exclusive, that they are
hypocritical by claiming what no one in reality practises that they act as good public
relations, and that they provide the profession with a moral screen to hide behind;
once the code has been published, it can be set aside and ignored, while “profes-
sional” practice continues as brokenly as before (Davies 2004; Boyd and Davies
2002).

It is necessary to emphasize that a Code of Ethics or Practice, or Guidelines for
Practice or Ethical Standards are not rules, and they are certainly not laws. The most
we can expect of them is that they “make a contribution to improving behaviour in
the areas they deal with” (Coady 1996, p. 287). Where there are sanctions leading to
loss of membership and subsequent inability to practise the profession (as in law and
medicine), then the Code comes nearer to a law. But this is not possible for most
professions, and it is not possible, so far, for language testing.

Question 3: Do the Codes provide protection for the profession from misuse of
their products?

Tests are not developed or used in a value-free psychometric test tube; they are
virtually always intended to serve the needs of an educational system or of society
at large. Cronbach (1984) has succinctly stated this fact as follows: “testing of
abilities has always been intended as an impartial way to perform a political
function – that of determining who gets what” (Cronbach 1984, p. 5; Bachman
1990, pp. 279, 280). And Spolsky has no doubt about the main purpose of tests,
stating that “[f]rom the beginning, public tests and examinations were instruments
of policy” (Spolsky 2009, p. vii). Tests, then, are used for political purposes,
language tests as much as, perhaps more than, other tests, they perform a social
function. Those who use tests are being political: the question I address in this
section is who makes those political decisions about the use of language tests, and
to what extent those language testers who develop tests are responsible, ethically if
not legally, for that use (Shohamy 2001).
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Fulcher and Davidson (2007) agree with Messick (1989) that decisions about the
test use need to be considered in terms of their consequences, very much a teleo-
logical approach: “The intention of a decision should be to maximize the good for
the democratic society in which we live, and all the individuals within it. . . . we may
define any test as its consequences” (Fulcher and Davidson 2007, pp. 142, 143). In
the case of the infamous Dictation test (Davies 2004; McNamara 2006), employed in
Australia in the first half of the twentieth century for the purpose of excluding
unwanted immigrants, those who developed the test like those who used it were
clearly responsible, ethically responsible, because its explicit use as a test was
intended. As Fulcher and Davidson (2007) write:

. . . an unintended use may take one of two forms: (1) an unintended use that the test
developers do not know about or do not approve of, or (2) an unintended use that the test
developers know about and approve of. . . . Both are equally invalid unless a new argument is
constructed for the new testing purpose and evidence collected to show that the retrofitting is
valid, so that the same test may be shown to be useful in a new decision-making context . . .
retrofitting test purpose without the construction and investigation of a new validity and
utilization argument constitutes an implicit claim that any test can be used for any purpose,
which is to introduce validity chaos. (ib., p. 175)

McNamara and Roever (2006) consider a range of language tests used for
establishing social identity, ranging from the celebrated biblical story of the shibbo-
leth (Lado 1949; McNamara 2005; Spolsky 1995) to present-day language tests used
to determine the claims of asylum seekers. They write: “the politics and ethics of the
use of these tests are complex. . . The procedures involved are widely used in
Europe, Australia and elsewhere in the pioneering of claims of undocumented
asylum seekers . . . the lack of validity considerations in their implementation leads
to serious injustice, a situation that would be remedied in large part by attention to
the quality of the testing procedure” (McNamara and Roever 2006, p. 165). The
objection, then, that McNamara and Roever have to these procedures, which involve
assessing whether the claimant really does come from the country which she/he
claims to come from by matching his/her accent/dialect to that country or region, is
in terms of their validity. They criticize the sociolinguistic construct which all too
commonly assumes a homogeneity of accent/dialect where none exists, and they
criticize the methods used in the assessment. In other words, they have no objection
to the testing of asylum seekers to determine their honesty. This is what they write:
“Although some applied linguists and language testers have objected to the use of
such procedures altogether, it is reasonable to think that the evidence that they
provide, when that evidence is properly obtained and interpretable, might be as
useful in supporting a valid claim to asylum as in denying an invalid one” (p. 172).

McNamara and Roever do not object. They refer to the guidelines for the proper
use of language analysis in relations to questions of national origin in refugee status
(Language and National Origin Group 2004). Where does this leave their assertion,
already quoted, that “the politics and ethics of these tests are complex” (p. 165)? The
politics of their argument is straightforward: it concerns the national decision to offer
asylum only to those who are genuine refugees and to exclude those who aren’t. The
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implementation of that intention in the procedures they discuss is a matter of validity,
and, as they show, they fail that test. Where, then, are the ethical concerns?
Presumably they have to do with the use of such procedures and are a judgment
on the exclusion measures. As McNamara and Roever have shown, there is no
agreement on this in the language testing profession – and it may be (as the ILTA
Code of Ethics makes clear) that while the profession accepts the need for such
testing, which is, after all, quite legal, there will be acceptance of those individuals in
the profession who choose not to participate on grounds of conscience. So are these
tests ethical? It would seem that, according to McNamara and Roever, they are
potentially externally valid, but they lack internal ethicality, that is, they are not
valid.

Can a language test be fair and is fairness an ethical consideration? McNamara
and Roever (2006) discuss fairness in the context of the ETS Fairness Review
Guidelines (ETS 2003) and of the various Codes of Ethics and Practice referred to
earlier in this article. They recognize the difficulty of setting a global norm for
fairness (p. 137). Fairness, McNamara and Roever propose, is a professional obli-
gation. If fairness is an ethical component, they are right. But what exactly is
fairness? Examining Rawls (2001) on fairness and justice, Davies (2010) argues
that in language testing it is validity rather than fairness which must be the criterion:

A test that is valid for group A (say adults) cannot be valid for group B (say children)
because they belong to different populations. It is not whether such a test is fair or unfair for
group B: the test is just invalid for group B. The search for test fairness is chimerical.”
(Davies 2010, p. 175)

This leads back to the earlier discussion on language testing for asylum seekers
and raises the issue of language tests for citizenship. The proposed UK legislation for
pre-entry language tests was debated in the House of Lords on 25 October 2010.
Briefing points were quoted from Adrian Blackledge of the University of Birming-
ham who argued that such tests were not valid for purpose. Charles Alderson was
also mentioned in the debate. He commented that “the UK Border Agency’s August
2010 list of approved providers of the English test has been developed by unknown
agencies with absolutely no evidence of their validity, reliability etc.” (Hansard
25 Oct 2010, pp. 1101, 1102) (ILPA 2010).

These two critics approach the issue from the two different ethical positions
discussed earlier, one from the point of view of ethics for use (no test for this purpose
could be valid) and the other from the point of view of the internal validity of the test
(this test lacks the necessary requirements of a language test). What Alderson
appears to be claiming here – unlike Blackledge, but like McNamara on the testing
of asylum seekers – is that such a test could be ethical if it were a satisfactory test.

The moral philosopher, Peter Singer, contends: “what is it to make moral judg-
ments or to argue about an ethical issue or to live according to ethical standards?
Why do we regard a woman’s decision to have an abortion as raising an ethical issue
but not her decision to change her job?” (Singer 2002, p. 13). Singer’s answer is the
golden rule: an ethical belief or action or decision is one that is based on a belief that
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it is right to do what is being done. Ethics, Singer argues, is a set of social practices
that has a purpose, namely the promotion of the common welfare. “Moral reasoning,
therefore, is simply a matter of trying to find out what is best for everyone, achieving
the good of everyone alike – the golden mean” (Davies 2004, p. 98).

Professional ethics, therefore, is about the ethics of the profession, not about
morality which is a matter for the individual. In becoming a member of a profession,
the new entrant agrees to uphold the ethics of the group – with which his/her own
conscience may not always agree. The various Codes (of Ethics, of Practice, of
Standards. . .) make public what it is members are prepared to agree to, what it is they
swear by, and they reach this agreement through compromise. They accept respon-
sibility for the development of the language tests they work on and for the intended
consequences of those tests. But they do not accept responsibility for any unintended
consequences, nor should they.

The prisoner’s dilemma in game theory presents the role, both theoretical and
practical, of ethics, placing the emphasis on the importance of being unselfish: two
prisoners, A and B, are arrested for complicity in the commission of a crime (they are
in fact both guilty). They are put in cells between which no communication is
possible and then offered a deal. The deal is as follows:

1. If A confesses and B does not (or vice versa), then A is released and B gets
10 years.

2. If both A and B confess, they each get 5 years in prison.
3. If neither confesses, they each get 1 year in prison.

The best (selfish) strategy for A is to confess. Then, if B does not confess, B gets
10 years and A is released. However, A does not know what B will do: it is possible
that B will also confess, in which case, they both get 5 years. The best (selfish)
strategy might therefore not work, indeed it could work to A’s disadvantage. The best
result would be obtained if neither A nor B confesses. However, this is still risky as a
strategy for A since B may confess, in which case A would get 10 years and B be
released. What is necessary is for both A and B to think not of the best strategy for
themselves alone (the selfish approach) but of the best outcome for them both (for
the profession). If they each take concern for the other then neither will confess, in
which case they will both get 1 year (Davies 1997b, pp. 329, 330).

Discussing this dilemma, Scriven (1991) concludes:

The only solution is through prior irreversible commitment to treat the welfare of each other
as comparable to their own, and this reflects the reason for ethical training of the young’.
Being ethical comes at a cost to oneself (both A and B would have to go to prison for 1 year)
but for the group/society/company/profession etc., the cost is worth while since an ethical
society has better survival rate value than a society of rational egoists. (Scriven 1991, p. 276)

And yet, the ethical dilemma remains. What the ethical imperative for the
profession does is to ensure the best results for the profession. But professions, as
we know, do not always behave ethically. The law, the legal profession, after all, for
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long maintained the right of some members of society to own slaves who were
regarded not as citizens but as property. Singer’s appeal to the golden mean as the
best for everyone, achieving the good of everyone alike, is surely desirable only if
“everyone” means everyone.

Problems and Difficulties: Rights

Rights are of two kinds, natural or inalienable rights and civil rights. Natural rights
are those freedoms which belong to every individual by virtue of being human: they
include the right to protect one’s life and property. Civil rights include those rights
granted to the citizens of a state by its legal institutions and legislative authorities.
These imply the right of access to the legal system for protection and claims against
others, for defense against charges, for protection of the law, and for equality of
treatment under the law.

There is no absolute distinction between natural and civil rights. Claims (or needs
or aspirations) such as a good education, decent housing, health care, employment,
an adequate standard of living, equality of opportunity, freedom of speech, and
freedom to take part in political processes are regarded by some as belonging to civil
rights and by others to natural rights. Furthermore, since it is governments that
protect and maintain (and, pragmatically, grant) all rights, then even inalienable
rights may be (and sometimes are) regarded as kinds of civil rights. The argument is
that a right which has not been granted by the state is not a real right; thus, in a slave-
owning society, slaves, it could be argued, have no natural right to freedom or
equality because their society does not accord equal rights as citizens to slaves.
However, the point of making a distinction between civil and natural rights is to
make explicit that some rights (such as political participation, equality under the law)
remain rights, they are inalienable even if they are not granted, even if they are
removed.

Rights do not exist on their own. They impose reciprocal obligations, duties to act
in certain ways as required by moral or ethical principles, promises, social commit-
ments, and the law. My claim to a right requires that I accept that it imposes an
obligation. For example, my right to free speech means that I acknowledge that
others also have the same right and that I accept that in pursuing my right I do not
harm others’ rights to, for example, the pursuit of their own happiness or their right
to equal treatment under the law. In other words, I must not in exercising my right to
free speech tell lies about other people. Further, I must accept that my right to free
speech, for example, entails an acceptance on my part that in order to fulfil my
obligation to others, I must be prepared to limit my own right.

The universality of human rights requires that everyone act to ensure that others’
rights are also observed. However, the new professionalism, influenced no doubt by
the climate of postmodernism, is about giving more power to users in the context of
the professional relationship, even though the focus is still on the professional as the
one giving the power (Banks 1995, p. 105). In the same way, the critical turn in
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applied linguistics and language testing (Pennycook 2001; Shohamy 2001) insists on
the ethical importance of recognizing the rights of all stakeholders. And since
language testing disempowers test takers, the ILTA Code of Practice highlights test
takers’ rights.

Conclusions and Future Directions

Being professional, a state to which many aspire, means making a commitment to
ethics, establishing and observing standards and recognizing the rights of all those
professionals engage with, including themselves. A profession becomes strong and
ethical precisely by being professional (Davies 1997b). What a Code of Ethics does
is to remind us of what we already know, that language testers are a serious
organization, committed to a social purpose, to maintaining standards, to upholding
the rights of all stakeholders, and to working professionally with colleagues. It is
important to spell out in a Code of Ethics what this means, but there is something to
be said for the conclusion that Alderson, Clapham, and Wall (1995) came to, that
being ethical in language testing could be guaranteed by the traditional precepts of
reliability and validity.

As for responsibility for test use, this must be limited, as Fulcher and Davidson
(2007) point out, to the purpose for which the designer has validated the test. Where
does this leave tests for asylum and citizenship, and the use by government agencies
of invalid tests (ILPA 2010)? In the case of the first (asylum and citizenship), what is
ethical in language testing – what the Codes require – is that the tests should be
properly designed, valid for their purpose. The profession does not oppose such
tests. However, as the ILTA Code of Ethics makes clear, while not opposing such
tests, the profession does not require members to take part in their construction if
they have a conscientious objection against them. The imposition of such tests is a
political matter, and the Codes have nothing to say about politics. What is ethical for
the profession is not necessarily moral for every individual member. In the case of
the second (government use of invalid tests), the Codes again insist that it is
professionally irresponsible to use invalid tests. However, correct though that argu-
ment is, it can succeed only if government and other agencies are willing to heed
professional advice. Otherwise, like the Australian government’s attitude to the
Dictation Test, what decides is politics and not ethics.

Cross-References
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The Common European Framework
of Reference (CEFR)

Monica Barni and Luisa Salvati

Abstract
Drawn up by the Council of Europe, published in 2001 and adopted by the European
Commission in its language policies, the CEFR was born within a scenario where the
EU member states and its institutions were characterized by linguistic and cultural
diversity. Since 2001 the CEFR has become the most important reference document in
the fields of language learning, teaching, and assessment, both in Europe and beyond,
but in recent years, little attention has been paid to the debate concerning the direct
impact of the CEFR on language teaching and assessment and, consequently, on
language policy throughout the EU.

Indeed, although the theoretical approach of the CEFR reflects the will of the
EU to address multilingualism as an asset allowing for the active inclusion of all
citizens, CEFR descriptors define the linguistic competence from a monolingual
perspective, using arbitrary standards relying on professional experience rather
than on empirical data based on actual learner performance. Furthermore, the
CEFR and its standards are often used as benchmarks in migrant competence,
although they were not created for this, which changed the CEFR from a tool used
to measure language knowledge to a political instrument. The Italian situation can
be considered emblematic as concerns the lack of reflection on the (mis-)use of
the CEFR and the fact that it is too often used as a label without considering the
impact and consequences of such a use, according to which CEFR levels are now
enshrined in laws and policies incorporating the administration of language tests
in migration domains.
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The CEFR: A Historical Overview

The Common European Framework of Reference for Languages: Learning, Teach-
ing and Assessment (henceforth CEFR) was drawn up in 1996 by the Council of
Europe which made the document accessible to everybody on its website (Council of
Europe 1996). The open-access system on the Council of Europe website had a
strong symbolic value, implying the possibility of spreading the language and
culture policy document. Published in 2001 both in English and in French editions,
the CEFR was conceived with an aim to value and increase the linguistic and cultural
diversity the EU member states and its institutions are characterized by, and which,
nevertheless, generates a widespread concern about social cohesion and integration.

Based on three main concepts – use, knowledge, and ability – the nine chapters of
the CEFR illustrate the theoretical model for describing linguistic competence, the
six levels of proficiency, the contexts of language use, the learning process, as well as
the operational implications on assessment. The document addresses both those who
learn a language and those who are involved in language teaching and assessment.

Notwithstanding this, although the theoretical approach of the CEFR – like most
of the EU documents and recommendations (Council of the European Union 2002) –
reflects the will of the EU to address multilingualism as an asset allowing for the
active inclusion of all citizens, multilingualism is dealt with most often as a problem
(Blommaert et al. 2012). This becomes visible in the case of migrants, and not all
kinds of multilingualism are considered as having the same value, since no consid-
eration is given to immigrant languages (Extra and Yağmur 2012).

Since 2001, the CEFR has been adopted by the European Commission in its
language policies (e.g., Committee of Ministers 2008; EC Action Plan 2004–2006).
Its greatest merit lies in providing a valuable guidance for goals, methods, develop-
ment of curricula, and teaching materials selection, representing not only a theoret-
ical reference system both in Europe and beyond but also a guide to implementation
in the field of learning, teaching, and assessment of languages (see North 2001;
Morrow 2004; Trim 2010). Nevertheless, no deep reflection has been done in these
years about the direct implications the CEFR ideology of language has had on
language teaching and assessment and, consequently, on language policy in the
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EU. In the next paragraphs, we will try to shed light, with the support of various
documents (Council of Europe 2009, among others), on some contradictions of the
CEFR compared to its initial intents.

The Contradictions in the CEFR: Plurilingualism
and Monolingualism, Norm and Performance, and Language
Testing

The first point on which we intend to develop some reflection concerns the paradox
of the plurilingual approach of the CEFR, in contrast with the monolingualism
toward which its descriptors tend. Indeed, the CEFR is based on a plurilingual
approach, which reflects a pragmatic and sociolinguistic view of language, mainly
conceived in a social and interactional dimension:

The approach adopted here, generally speaking, is an action-oriented one in so far as it views
users and learners of a language primarily as ‘social agents’, i.e. members of society who have
tasks (not exclusively language-related) to accomplish in a given set of circumstances, in a
specific environment and within a particular field of action. (Council of Europe 2001, p. 9)

Such a view of language is founded on the idea of communicative language
competence, consisting of three components: a linguistic, a sociolinguistic, and a
pragmatic one. Linguistic competences “include lexical, phonological, syntactical
knowledge and skills and other dimensions of language as system, independently of
the sociolinguistic value of its variations and the pragmatic functions of its realizations”
(Council of Europe 2001, p. 4). Sociolinguistic competences “refer to the sociocultural
conditions of language use” (ibidem): in this component the plurilingual approach finds
its fullest expression as it “affects all language communication between representatives
of different cultures, even though participants may often be unaware of its influence”
(ibidem). Finally, pragmatic competences “are concerned with the functional use of
linguistic resources (production of language functions, speech acts), drawing on sce-
narios or scripts of interactional exchanges” (ibidem).

Therefore, the plurilingual approach of the framework refuses a merely structural
concept of competence and embraces the idea of language as a social action.
Moreover, the theoretical approach also takes into account the results of research
studies on second language acquisition, establishing a relationship between its
didactic proposal and the studies on processes of competence development:

since it is one of the principal functions of the Framework to encourage and enable all the
different partners to the language teaching and learning processes to inform others as
transparently as possible not only of their aims and objectives but also of the methods
they use and the results actually achieved, it seems clear that the Framework cannot confine
itself to the knowledge, skills and attitudes learners will need to develop in order to act as
competent language users, but must also deal with the processes of language acquisition and
learning, as well as with the teaching methodology. (Council of Europe 2001, p. 18)
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Nevertheless, the impression one gets from reading some pages of the CEFR is
that the idea of a plurilingual approach is only a theory, an empty model, as the
operational implications arising from the issues of languages in contact are never
clearly defined:

the plurilingual approach emphasises the fact that as an individual person’s experience of
language in its cultural contexts expands, from the language of the home to that of society at
large and then to the languages of other people (whether learnt at school or college, or by
direct experience), he or she does not keep these languages and cultures in strictly separated
mental compartments, but rather builds up a communicative competence to which all
knowledge and experience of language contributes and in which languages interrelate and
interact. (Council of Europe 2001, p. 4)

move away from the supposed balanced dichotomy established by the customary L1/L2
pairing where by stressing plurilingualism where bilingualism is just one particular case
(ibidem).

consider that a given individual does not have a collection of distinct and separate
competences to communicate depending on the languages he/she knows, but rather a
plurilingual and pluricultural encompassing the full range of the languages available to
him/her. (Council of Europe 2001, p. 168)

Although the intents of the CEFR, on a theoretical level, seem to mirror the
awareness that human interactions bear “the traces of worldwide migration flows
and their specific demographic, social and cultural dynamics” (Blommaert and
Rampton 2011, p. 2) in a context of “super-diversity,” as it has been defined
(Vertovec 2006, 2007), or “hyper-diversity” (Baynham and Moyer 2012; Kelly
2008), the linguistic competence is still mainly described from a monolingual
perspective. The language descriptors are largely based on a monolingual view
according to which only standard language is supposed to be used. Language
continues to be considered as a bounded system linked with bounded commu-
nities, and a plurilingual repertoire is just considered as the juxtaposition of
different monolingualisms (language 1 plus language 2 . . . language N ); people
are still considered plurilingual when they are able to speak different languages
and, in interactions, are able to switch from one language to another. Conse-
quently, people with very rich linguistic repertoires and with a learning back-
ground far from formal education – like migrants for whom, in most cases, the
official language of the host country is an L2, while one, two, or more language
(s) and also mixtures of languages are used in their linguistic exchanges – are
considered as lacking sufficient competence in “the” language of “the” country,
as we will see below.

In this perspective, the CEFR, as Byram and Parmenter (2012) note, has become
an operational tool used to justify choices in language policies, both at an educa-
tional and a social level:

the CEFR is clearly a policy document bearing values and intentions. Yet, like any text, the
intentions of its authors may not be read by its users and be taken in entirety but only used in
part for the purposes of the users. (p. 4)
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Moreover, the part of the document that has been read and used the most and that
has had the strongest impact on education and society at large is the one describing
the scales of proficiency. As a result, the CEFR is mainly seen in terms of levels of
proficiency in a language.

However, which language proficiency is considered? This is the second point to
which we would pay specific attention. As McNamara (2009) notes, the genesis of
frameworks like the CEFR is characterized by several features, among which is the
fact that the acceptability of the framework was negotiated by all interested parties
during the course of its development and is not based on empirical evidence, as the
same is now repeating for the validation of the CEFR descriptors of mediation:

[. . .] the CEFR is primarily a policy coordination and administrative initiative, acting as an
accounting system and management tool whereby control is exercised by specifying the
outcomes of learning independently of any specific test (or language; McNamara 2011).
Policymakers need tools that serve their need, which are for accountability, administrative
ease, ease of explanation to stakeholders, “scientific” respectability, and so on. The CEFR,
with its pyramidal shape (culminating in the six numbered reference levels), is such a tool.
The functionality of a universal letter/number system to code the six levels is the key feature
of the CEFR, which makes it attractive to administrators and policy makers. (p. 227)

In line with McNamara, Chapelle (2012) defined alignments to frameworks such
as the CEFR as “controversial because they attempt to connect social and political
meanings associated with frameworks with the scientific procedures used to under-
stand score meaning” (p. 25). Therefore, the CEFR would describe the linguistic
competence not only from a monolingual point of view but also using standards
(Spolsky 2008), relying on professional experience rather than on empirical data
based on actual learner performance, in order to produce uniformity despite “the
complexity of languages and human behavior” (Cumming 2009).

Indeed, as the CEFR states:

However, it is not usually advisable to include descriptors of communicative activities in the
criteria for an assessor to rate performance in a particular speaking or writing test if one is
interested in reporting results in terms of a level of proficiency attained. This is because to
report on proficiency, the assessment should not be primarily concerned with any one
particular performance, but should rather seek to judge the generalisable competences
evidenced by that performance. There may of course be sound educational reasons for
focusing on success at completing a given activity, especially with younger Basic Users
(Levels A1; A2). Such results will be less generalisable, but generalisability of results is not
usually the focus of attention in the earlier stages of language learning. This reinforces the
fact that assessments can have many different functions. What is appropriate for one
assessment purpose may be inappropriate for another. (Council of Europe 2001, p.168)

With regard to this explanatory note, Harsh (2014) concludes that:

Although the CEFR scales have been empirically calibrated using teacher judgment (North
2002), this does not amount to a validation of the scales for specific purposes, such as
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assessor-oriented or constructor-oriented purposes. Similarly, the statements in CEFR
Chapter 9 (Council of Europe 2001, pp. 180) that proficiency scales might be useful for
such purposes would need to be backed up by empirical validation. (p. 161)

The third point of reflection is the political use of the CEFR and, more specifi-
cally, the link between the CEFR and its standards of language testing. As an
example, the language descriptors of the CEFR are used as benchmarks in migrant
competence, although they were not created for them (McNamara 2011). There has
been a “shift in the understanding of the functions, status and roles of language tests.
From tools used to measure language knowledge, they are viewed today more and
more as instruments connected to and embedded in political, social and educational
contexts” (Shohamy 2007, p. 117). Language tests are more gradually being used as
policy tools for declared and undeclared policies (Shohamy 2006): “establishing
entrance criteria that include a test of another language, a new de facto policy is
created, the implication of which is that the ‘tested’ language becomes the most
important language to acquire and master” (Shohamy 2007, p. 120). In addition to
this, criteria and constructs of tests embody and sustain the most appropriate
language variety that should be used by people (“the” norm), imposing, in this
sense, monolingual policies and consequently suppressing multilingual diversity.

As Shohamy states (2004), the implications of the political use of language tests
involve determining a hierarchy of languages, suppressing diversity, homogenizing
languages, and perpetuating criteria of correctness:

One of the most salient uses of tests affecting language policies is perpetuating language
homogeneity, a construct which is detached from the reality of what languages are and how
they are being used, especially in multilingual societies. Most tests impose homogeneous
criteria of correctness and thus deliver a message that languages are uniform, standard and
follow the same written norms. (Shohamy 2007, p. 124)

Therefore, the power of tests becomes even stronger when test criteria affect
language policy, and the definitions of “what it means to know a language” answer
generic descriptions which are far from any context and from the contextualized
nature of language and language performance in multilingual scenarios.

As a case of how tests become more evident and problematic when they are used
as gatekeepers, we will describe the Italian situation. An example of the political use
of the CEFR and its levels is the Ministerial Decree of June 4, 2010, which
introduces a test in Italian (the level chosen for immigrants is A2) for those migrants
who request a long-term residence permit. Among the reasons behind the introduc-
tion of the test, the CEFR itself is cited in the preamble to the decree, as a document
that is believed to give the mandate for such tests. According to the same agreement,
the tests are to be implemented, administered, and assessed by teachers in each of the
adult education accredited centers in Italy. This choice implies that dozens of
different tests and markers are used, and everything is justified in the name of the
CEFR and European language policies, but all decisions are left to individual
teachers.
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In support of what we state, between December 2010 and May 2011 (the most
recent available data), the average rate of failure on the test was 13.6% nationally.
The city of Turin showed the highest number of candidates passing (96.5% pass rate)
and similar figures were seen in Rome (96%) and Naples (95%). Much lower passing
rates were seen in Milan (86%), Venice (70%), and Verona, where only 65% passed
the test (Masillo 2015).

At this point, it is reasonable to wonder whether these results reflect immigrants’
proficiency in Italian or they are influenced by the characteristics of the person
conducting the assessment, where such characteristics involve not only theoretical
knowledge and technical skills about language testing and assessment but also the
attitude toward the persons being passed. Such a situation can be emblematic of the
consequences of such a use of the CEFR, as Van Avermaet (2008) underlines,
dealing with language and societal knowledge regarded as a key element in integra-
tion, education, and language policies:

In a policy of a more conditional nature, language courses and language tests have to be
more uniform in format as well as in content. A universal and fixed level of language
proficiency for all immigrants is a prerequisite. In an obligatory policy, failure or success in a
language course or language test can function as a gatekeeper, a mechanism to exclude
people.

In a more facilitating policy, language courses and language tests can be more flexible,
more tailor made in format and content. The level of language proficiency can vary
depending on the needs of the immigrants and on the linguistic requirement in specific
domains of the host society in which an immigrant wants to function. A more facilitating
policy is more encouraging than discouraging. It is aimed at integration and
non-discrimination. It also offers more opportunities for acknowledgement of immigrants’
plurilingual repertoires.

These and other questions, therefore, continue to foster the need for reflection on
the CEFR and its impact on language assessment and language policies.

Conclusion: Problems, Difficulties, and Future Directions

In 2008 Shohamy claimed that:

Language tests should mediate ideologies and practices in more open, democratic and
negotiable ways, and prevent the use of tests as powerful mechanisms capable of imposing
draconian policies that have no empirical base. This happens especially when language tests
violate diversity, when a false view of language development is being dictated through tests,
when language is viewed in isolated ways detached from actual use of multilingual codes in
communities, when there are empirical data about the advantage of different accommoda-
tions that are being denied. . . (p. 372).

Nevertheless, the Italian situation, in terms of linguistic management of immi-
gration, shows that an “open, democratic, and negotiable way” of viewing
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competence in language is still far from being achieved and it opens “old wounds”
within reflection on the CEFR: the plurilingualism of its theoretical approach vs. the
monolingualism of its descriptors, norm vs. competence as a parameter to describe
linguistic competence, and uses and misuses of its levels as political benchmarks.

As Van Avermaet (2010) suggests, there is a certain incongruity between the
goals of the CEFR and the profiles of its addressees: “the CEFR descriptors at the
lower levels clearly imply an already existing basic knowledge and literacy. [. . .] The
CEFR descriptors at higher levels presuppose higher levels of education” (p. 21).
These are therefore two conditions which could be problematic if the CEFR descrip-
tors are used to design language programs for integration and as a theoretical model
of language tests for low-literate learners. Such situations reflect an idea of linguistic
competence as static, mono-normative and artifact (Extra et al. 2009) and show an
ideological-linguistic basis hiding behind the CEFR as well.
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Assessing English Language Proficiency
in the United States

Luis E. Poza and Guadalupe Valdés

Abstract
The 2001 reauthorization of the Elementary and Secondary Education Act
(ESEA) as the No Child Left Behind Act (NCLB) ushered in a series of important
changes for the education of students classified as English language learners,
including greater attention to achievement and equity through mandated evalua-
tion and reporting on the part of districts and states of student subgroups. This
feature of the ESEA reauthorization and the role of high-stakes testing in general
has fueled extensive discussions of educational reform in the years since NCLB,
continuing into the present day when the accountability requirements of NCLB
are coupled with the benchmarks and assessments set forth in the Common Core
State Standards (CCSS). While the CCSS and their accompanying assessments
strive to address early criticisms of NCLB such as the narrowing of curriculum,
states have also had to develop or adopt new standards for English as a second
language (most frequently referred to as English Language Proficiency (ELP)
Standards). These state ELP Standards are an essential and defining element of
the education of English language learners (ELLs) in the context of the CCSS for
the foreseeable future and will dictate exactly how learning English is defined for
this population, whether a common definition of English language learners can be
established, and the degree to which the United States can provide a first-class
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education for students who range from emergent to accomplished multicompetent
users of two languages.

Keywords
English language learners • Assessment • English Language Proficiency
Standards
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Introduction

Pending implementation of state-level plans for evaluation and accountability under
the newly authorized Every Student Succeeds Act (2015), the most recent
reauthorization of the Elementary and Secondary Education Act (ESEA) came
about in 2001, also known as The No Child Left Behind Act (NCLB). Among its
many revisions from previous iterations of the ESEA, originally conceived to
provide federal support to students in poverty, was an emphasis on accountability
marked by yearly testing and benchmarks for all students to reach proficiency by
2014. While NCLB addresses far more than testing (No Child Left Behind Act
(NCLB) 2002), these mandates are the most concrete and tangible for students,
teachers, and parents on a daily basis, especially those classified as English language
learners (ELL).

In 2009, the Council of Chief State School Officers issued the Common Core
State Standards (CCSS), developed with support from researchers and foundations.
The new focus on college and career readiness increased the cognitive and linguistic
demands compared to most existing state standards. These standards did not affect
the accountability requirements of NCLB, but, for states that voluntarily adopted
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CCSS to secure additional federal funding for their schools, it did supplant the
standards that had been in place. To date, 44 states and the District of Columbia
have adopted CCSS, and other states have either adopted the new standards in part or
adapted their earlier standards to better align with college and career readiness
benchmarks.

In the case of ELLs, a category of students growing in both number and
proportion among American public school enrollments (currently, 9.2%, or 4.4
million students (NCES 2015)), both NCLB and CCSS (and potentially ESSA,
depending on how states design their English language development trajectories
and assessments) create serious equity and opportunity challenges. Under the pro-
visions of NCLB and the new ESSA, states must monitor the academic achievement
of ELLs to ensure that they acquire both the English language and the subject-matter
competence attained by their English-speaking peers.

Early Developments

ELL Classification and NCLB

ELL became an officially recognized category in American federal policy through
the 1978 reauthorization of the Elementary and Secondary Education Act, which
included provisions for students with “limited English proficiency” (LEP). NCLB
likewise provided an explicit and complex definition of the category that includes
age, grade level and key student characteristics (e.g., students whose native language
is not English, who are born outside the United States, who are Native American or
Alaska Native, who come from an environment where a language other than English
has had a significant impact on their level of English proficiency, or who come from
an environment where a language other than English is dominant). In part D of the
definition, the challenges experienced by the types of students who are to be
included in the category are described as involving: difficulties in speaking, reading,
writing, or understanding English which are sufficient to prevent them from achiev-
ing on State assessments, successfully achieving in classrooms, or participating fully
in society (NCLB 2002). NCLB required states to report on ELLs’ achievement
separately and to focus efforts on closing the existing educational achievement gap.

NCLB mandated all states to develop a process that screens and identifies
children entering American schools as English language learners, classifies then
into levels of ELL proficiency, and determines when and whether they can be
reclassified as fluent English proficient (FEP). Each state was required (1) to estab-
lish or adopt English language proficiency (ELP) standards for all students identified
as non-English-background students, (2) to develop an English language proficiency
assessment aligned with the state’s ELP standards, and (3) to establish criteria that
identify when students have met the required level of English proficiency for
reclassification as English proficient. These requirements remain under the ESSA,
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albeit with increased requirements for statewide standardization of criteria and pro-
cedures for ELL classification and redesignation as English-proficient.

NCLB and Identified Challenges

From the outset, the assessment of ELLs emerged as a key criticism of the No Child
Left Behind legislation. Given that schools failing to meet annual benchmarks
(known as Adequate Yearly Progress, or AYP) face penalties such as loss of federal
funding or forced turnover of school’s administration and staff, students’ scores on
state tests were (and continue to be) a central concern. This issue drew attention to
existing achievement gaps, instructional practices, and learning environments that
characterize schooling for many ELLs. While some rightfully praise this heightened
attention to inequities, the subsequent explanations for disparities were (and are)
oversimplified. Gándara and Contreras (2009) note how language proficiency and
ethnicity are conflated in discussions of educational achievement for Latino students
and this naively places the onus of leveling the playing field entirely onto resolving
presumed language barriers. Moreover, the centrality of language and ELP classifi-
cations in explaining disparities ignores the heterogeneity of ELLs in terms of
nationality and migration(s); home language(s) and linguistic experiences; schooling
history; and degrees of bi/multilingual competencies. With these nuances in mind, it
is valuable to revisit the assessment regime formalized by NCLB.

Concerns about the usefulness of the data provided by high-stakes tests
implemented by the states were discussed in the years of voluntary testing preceding
NCLB and in the early years of its implementation. This remained a central issue in
the legislation’s evaluation going forward (Abedi 2002; Durán 2008; Kopriva 2008;
Solano-Flores 2008; Solórzano 2008). These works highlight numerous reliability
and validity issues with large-scale assessments, including the development and
norming of tests that ignores: (1) the cognitive developmental differences between
bilingual and monolingual children, (2) the linguistic characteristics of test items,
and (3) the lack of sociocultural relevance of tests normed without ELLs in mind.
The government also carried out its own inquiries into the impact of NCLB on ELL
students, beginning with a report filed by the Government Accountability Office
(GAO 2006). Additionally, a congressional hearing before the Subcommittee on
Early Childhood, Elementary, and Secondary Education took place in March 2007 to
further investigate matters of teaching practice, teacher preparation and qualification,
schools’ and districts’ familiarity with and ability to implement recommended
practices, and the validity and reliability of evaluation methods for the classification
of and measurement of achievement among ELLs (Impact of No Child Left Behind
on English language learners 2007). Testimony given to Congress, along with the
aforementioned GAO report, noted that ELL academic achievement had not
improved in accordance with NCLB progress benchmarks in most states, leading
to widespread calls for greater flexibility and support from the federal government,
as well as efforts to revise existing standards and tests.
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Major Contributions

The Shift to Common Core State Standards

The CCSS were developed with the ambition of promoting complex thought across
disciplines by encouraging students to engage in more analysis, synthesis, and
argumentation, as well as to standardize benchmarks across states. This directly
addressed two important critiques of NCLB – the isolation and dilution of skills and
content as teachers engaged in “teaching to the test” (Gutiérrez et al. 2002; Taylor
et al. 2002), along with the inconsistency in standards that made comparing achieve-
ment data difficult. The CCSS, however, do not displace any of the accountability or
appropriation provisions of NCLB nor the ESSA. Rather, they are merely a new set
of standards intended to replace those that states devised independently at NCLB’s
outset. While the new standards were not mandated, funding made available through
the American Recovery and Reinvestment Act of 2009 and the Race to the Top grant
program was contingent upon states adopting these standards or devising their own
similar in scope and aim.

Many changes have taken place around the country as State Education Agencies
(SEAs) and Local Education Agencies (LEAs) moved to implement the new
standards. Two consortia, the Smarter Balanced Assessment Consortium (SBAC)
and the Partnership for Assessment of Readiness for College and Careers
(PARCC), were funded to develop performance assessments designed to measure
the knowledge and skills established by CCSS and were implemented for the first
time in 2015. Most importantly, states have also had to develop or adopt new
standards for English as a second language (most frequently referred to as English
Language Proficiency (ELP) Standards). These state ELP Standards are an essential
and defining element of the education of ELLs in the context of the CCSS for the
foreseeable future and will dictate exactly how learning English is defined for this
population.

Establishing ELP Standards

Given the confusion among states and practitioners about what ELP standards
should include in order to correspond to the CCSS and NGSS, in 2010, the Council
of Chief State School Officers empaneled a committee of scholars and practitioners
to draft a guiding document titled Framework for English Language Proficiency
Development Standards corresponding to the Common Core State Standards and
the Next Generation Science Standards (CCSSO 2012). The document offers direc-
tion to states on the development of ELP standards and emphasizes the need for
states to clearly articulate and justify their views on language making a clear
coherent conceptualization of language and the language acquisition process. The
document also states (p. 6) that while it does not support any specific organization of
ELP standards:
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The Framework does require that state ELP standards reflect a principled organizational
strategy rooted in theoretical foundation(s) that reflects the variety of ways in which different
ELLs progress diversely in their language development, including methodologies for scaling
and developing descriptions of language proficiency which have been cited and researched.
Justification should also be provided for the number of levels adopted and evidence provided
to support how these levels represent distinctions that can reasonably be measured and are
based on actual student performance.

It is not clear that states and consortia have been guided by this framework. Some
states (e.g., Texas, California, New York) have developed new CCSS-aligned ELP
Standards, while other states have adopted the standards produced by two different
funded consortia: WIDA’s Assessment Services Supporting English Learners
through Technology Systems [ASSETS] and CCSSO’s English Language Profi-
ciency Assessment for the 21st Century [ELPA21). There are many differences
between these sets of standards and very dissimilar terms are used in descriptors
or performance definitions for establishing the different levels of proficiency. Little
justification is provided for the assumed progressions, and limited information is
provided about the theoretical foundations that undergird the assumptions made
about second language acquisition and development over time.

Defining and Applying “ELL” as a Category

The adoption of CCSS has also raised awareness of inconsistencies in policy and
practice related to the definition of English language learners and their identification.
Because of its complexity, there have been many interpretations of the federal
definition of English language learners as well as the many differences in the
operationalization of the definition by states. The problem of interpretation has
been pointed out consistently by a number of researchers over a period of several
years (Linquanti 2001; Ragan and Lesaux 2006), and, because of the many questions
raised by these inconsistencies, a recent National Research Council study (2011)
examined the issue. The panel’s report also characterized the ESEA definition as
complex and as posing significant problems for the allocation of funds to assist states
in serving students determined to be limited English proficient (LEP). After exam-
ining the GAO (2006) study on data sources available for allocation of funds for
ELLs, the NRC report further concluded that no less than three different definitions
were being employed to identify the LEP/ELL population. Importantly, the panel
identified different conceptualizations of academic and social languagemeasured by
current tests as a significant aspect of the broader problem. It also emphasized that,
given these different conceptualizations, state English Language Proficiency (ELP)
tests: (1) have different performance levels and (2) test different skills, which are
described and measured differently. Because of these differences, students classified
at one level (e.g., intermediate) by one state might be classified at an entirely
different level in another.

Given pressures brought about by the adoption of the new Common Core State
Standards, the question of defining the category of English language learners more

432 L.E. Poza and G. Valdés



precisely has received increasing attention (e.g., Williams 2014). According to
Linquanti and Cook (2013), the US Department of Education has required states
participating in any of the four federally funded assessment consortia to adopt a
common definition of English learner. As researchers (with the support of the
Council of Chief State School Officers) work to inform this process, they report
(Linquanti and Cook 2013) that finding a common definition is neither simple nor
straightforward. The process will involve four different steps: (1) the identification of
potential ELLs, (2) the classification of ELLS in terms of their proficiency levels,
(3) the establishment of an English language proficiency criterion against which to
assess students, and (4) multiple exit criteria procedure for reclassifying students as
fluent English proficient. Williams (2014) contends that the current chaos surround-
ing the exiting of children from language services can only be remedied by actions at
the Federal, State, Assessment Consortia, and District levels working in concert to
define and deliver what students actually need in order to succeed in school. For that
to occur, policies must be standardized and well-defined.

Works in Progress

Supporting an Equity and Opportunity Agenda

The debates about the usefulness of large-scale assessments, setting appropriate
standards, and adequately classifying, assessing, and keeping track of ELLs con-
tinue. One particularly active collaboration on this front is the Working Group on
ELL Policy (http://ellpolicy.org), whose members labor to provide adequate context
on the impacts and history of ESEA upon ELLs (Gándara 2015). The group also
recommends ways to improve accountability protocols within ESEA through mea-
sures such as stabilizing classification protocols such that schools are not penalized
for effectively having students reclassify as proficient in English, establishing
realistic yet rigorous timelines based in research findings for students to reach
acceptable levels of English language proficiency, and setting academic achievement
criteria that aligns with students’ linguistic proficiencies and language development
trajectories (Hopkins et al. 2013).

Problems and Difficulties

Getting Language Right

In the case of students categorized as English language learners, every aspect of the
educational system that involves them implicates language. Standards, curriculum,
pedagogies, and assessments can potentially contribute to or undermine these
students’ opportunity to develop their subject-matter knowledge. Consequently, it
is of vital importance that researchers and practitioners continue to scrutinize the set
of progressions and expectations for the development of English language learning
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currently mandated by law. Minimally, state systems designed to meet the needs of
ELLs must be examined to determine whether they are informed by the body of
knowledge (i.e., the scholarship and the research) that is currently available about
what language is and how it works, what needs to be acquired, and how instruction
can impact the acquisition process.

Views and understandings of language that are established in ELP standards are
critical. If they are to serve the purpose of appropriately supporting and monitoring
the growth of English language proficiency in ELLs, they must be constructed to
describe the trajectory to be followed by K-12 learners in the learning of English
based as accurately as possible. Getting this aspect of language right matters because
statements about students’ expected development contained in ELP standards will
establish for parents, for policy makers, for school administrators, and for
practitioners:

• The ways that ELL students are assumed to grow in their use of English over time
• The language abilities expected at different levels of development
• The aspects of language that will need to be measured in determining progress
• The types of support that will be required in order to provide these learners with

access to instruction in key subject-matter areas (available exclusively in English)

Unfortunately, there is much debate and disagreement surrounding the process of
second language acquisition (for a review of early theories and emerging
approaches, see Atkinson 2011). There is currently no theoretical consensus about
how second languages are acquired, what elements are acquired in what order,
whether they can be sequenced and taught, and what needs to be acquired in order
for students to use a second language to learn subject-matter content. Educators and
members of the public also disagree about what is commonly referred to as language
proficiency.

The first challenge in establishing state ELL policy and practice systems that can
support an equity and opportunity agenda is agreeing on an informed conceptuali-
zation of language. Conceptualizations of language are notions and broad ideas
about language as well as definitions of language that are informed by the study of
or exposure to established bodies of knowledge, by facts about existing and devel-
oping theories in applied or theoretical linguistics, by research data on the teaching
and learning of second languages, and/or by personal experiences with language and
language instruction (Seedhouse et al. 2010).

A second challenge in the development of ELP mandated standards involves
establishing an organizational strategy rooted in the knowledge base and scholarship
from the field of second language acquisition (SLA) for describing students’ devel-
oping language proficiencies that includes both a conceptualization of language and
an accompanying theory of how language (as conceptualized) is acquired. Obtaining
consensus on these issues is difficult, however, because, like many other scholarly
fields, SLA is characterized by debates, new perspectives and reexaminations of
established views that raise questions about established language-teaching
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pedagogies and their underlying theories. For example, within recent years there has
been an increasing shift in SLA away from a predominant view of second language
(L2) learning/acquisition as an individual, cognitive process that takes place in the
mind of individual learners to a view of L2 acquisition as a social process that takes
place in interactions between learners and speakers of the target language to be
acquired. (Firth and Wagner (1997) is viewed by many as the seminal publication in
this turn). Currently, there is increasing agreement on the following points. Second
language acquisition is a highly variable and individual process. It is not linear.
Ultimate attainment for most L2 learners does not result in monolingual-like lan-
guage even when the L2 is acquired by very young children (Ortega 2009).

Importantly, for those charged with developing ELP standards documents as well
as constructing progressions and stages of language development, existing scholar-
ship reflects much concern about the lack of longitudinal studies in SLA (e.g., Ortega
and Iberri-Shea 2005). Researchers working from the tradition of corpus linguistics,
for example, argue for authentic collections of learner language as the primary data
and the most reliable information about learner’s evolving systems. Hasko (2013),
drawing from the study of learner corpora, summarizes the state of the field on the
“pace and patterns of changes in global and individual developmental trajectories” as
follows:

The amassed body of SLA investigations reveals one fact with absolute clarity: A “typical”
L2 developmental profile is an elusive target to portray, as L2 development is not linear or
evenly paced and is characterized by complex dynamics of inter- and intralearner variability,
fluctuation, plateaus, and breakthroughs. (Hasko 2013, p. 2)

In sum, the state of knowledge about stages of acquisition in L2 learning does not
support precise expectations about the sequence of development of English by the
group of students whose proficiency must be assessed and determined by the
corresponding federally mandated ELP language assessments, and thus,
constructing developmental sequences and progressions is very much a minefield.
As Larsen-Freeman (1978) argued over 35 years ago, what is needed is an index of
development that can serve as a developmental yardstick by which researchers can
expediently and reliably gauge a learner’s proficiency in a second language broadly
conceived.

The third challenge in establishing ELL policies that support equity and oppor-
tunity for ELLs is the production of language assessments that correspond to state
ELP standards. As pointed out above, ELP Standards establish a conceptualization
of language (i.e., what it is that students must acquire). They also describe the order
and sequence of the acquisition process so that ELP assessments can then evaluate
how well students have learned (or acquired) specific elements, functions, skills, or
other aspects of language described in the standards. Assessment is essential for
compliance with existing legal mandates.

Assessing language proficiency, however, is a complicated endeavor. As Fulcher
and Davidson (2007, p. 2) contend, the practice of language testing “makes an
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assumption that knowledge, skills and abilities are stable and can be ‘measured’ or
‘assessed.’ It does it in full knowledge that there is error and uncertainty, and wishes
to make the extent of the error and uncertainty transparent.” Importantly, there has
been an increasing concern within the language testing profession about the degree
to which that uncertainty is actually made transparent to test users at all levels as
well as the general public. Shohamy (2001), for example, has raised a number of
important issues about ethics and fairness of language testing with reference to
language policy. Attention has been given, in particular, to the impact of high-
stakes tests, to the uses of language tests for the management of language-related
issues in many national settings, and to the special challenges of standards-based
testing (Cumming 2008). Cumming (2008, p. 10.), for example, makes the follow-
ing very strong statement about the conceptual foundations of language
assessments:

A major dilemma for comprehensive assessments of oracy and literacy are the conceptual
foundations on which to base such assessments. On the one hand, each language assessment
asserts, at least implicitly, a certain conceptualization of language and of language acquisi-
tion by stipulating a normative sequence in which people are expected to gain language
proficiency with respect to the content and methods of the test. On the other hand, there is no
universally agreed upon theory of language or of language acquisition nor any systematic
means of accounting for the great variation in which people need, use, and acquire oral and
literate language abilities. (Emphasis added)

Cumming argues that, given this dilemma, educational systems nevertheless
develop their own sets of standards through a policy-making consensus process
generally based on the professional perspectives of educators or on the personal
experiences and views of other members of standards-writing committees rather than
empirical evidence or SLA theories. Cumming further points out that this approach
involves a logical circularity because what learners are expected to learn is defined
by the standards, taught or studied in curriculum, and then assessed “in reference to
the standards, as a kind of achievement testing.” (p. 10)

According to Cumming, then, ELP assessments, as currently constructed, tell us
very little about students’ proficiency or competency in English broadly conceived.
They can only tell us where a student scores with reference to the hypothesized
sequence of development on which the state assessment is based. Such scores are
useful because given current federal and state regulations, they allow educators to
classify and categorize students and, in theory, to provide them with instructional
supports appropriate for them while they acquire English. Many would argue that in
a world of imperfect systems, states are doing the very best they can.

Language, Opportunity, and Equity

In order to achieve both equity and opportunity for all students, public officials,
school administrators, researchers, and educators must begin with a clear
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understanding that definitions and categorizations established by federal and state
laws, policies, and guidance documents as well as by standards-setting processes
arrived at by political consensus may have unintended and serious negative conse-
quences for students. As pointed out above, a recent National Research Council
study, Allocating Federal Funds for State Programs for English Language Learners
(National Research Council 2011), added to our knowledge about these issues. After
undertaking the examination of the English Language Proficiency (ELP) assess-
ments currently used by the states, the report concluded that:

For this set of tests, we found evidence that the assessments have been developed according
to accepted measurement practices. Each of the testing programs documented its efforts to
evaluate the extent to which the test scores are valid for the purpose of measuring students’
language proficiency in English. The tests are all standards-based. They all measure some
operationalized conceptualization of academic language, in addition to social/conversa-
tional language, in four broad domains and report scores for each of these domains, as well
as a comprehension score and one or more composite scores. They all summarize perfor-
mance using proficiency or performance levels, and states have established methods of
looking at overall and domain scores in order to determine their respective definitions of
English language proficiency. The tests also have versions available for students in kinder-
garten through 12th grade, with linkages to enable measurement of growth across adjacent
grade bands. These common features provide the foundation for a certain degree of compa-
rability across the tests. (NRC 2011, p. 74. Emphasis added)

As will be noted, the panel identified different conceptualizations of academic
and social language measured by current tests but focused on the fact that
distinguishing between academic and social language was common across the
assessments analyzed. It did not problematize or compare these various perspectives,
but it did note that the definition of proficiency is determined differently in each
state. The panel pointed out, moreover, that tests have different numbers of perfor-
mance levels, test different skills which are themselves described and measured
differently, and that students classified at one level (e.g., intermediate) by one state
might be classified at an entirely different level in another. The panel considers
several different methods that might be used to establish comparability but con-
cludes by stating that cross-state comparability was not a goal in the development
efforts of existing ELP assessments.

Future Directions

There are several key areas to prioritize in the process of improving assessments and
the accountability systems they underlie to make them more equitable for ELLs. One
is a more consistent and realizable definition of the ELL label itself across states and
districts. This requires more uniform protocols to screen students as they enter
schools for initial classification, careful attention to avoid misclassification of stu-
dents into Special Education simply over language issues, and also for their eventual
reclassification as proficient in English. In moving toward a common definition of
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English language learners (Linquanti and Cook 2013), it is evident that both
conceptualizations of language and theories of the ways in which language is
acquired matter. If we are to develop a “common performance level descriptor”
(PLD) for “English proficient” as advocated by Linquanti and Cook (2013), such a
descriptor cannot be based on a political consensus that results in contradictory or
incompatible conceptualizations of language or on descriptions and progressions of
language acquisition that are not informed by the currently shifting knowledge about
the process of acquisition in the field of SLA. In order to develop a common
performance level descriptor, we must engage in the task of defining the ways that
proficiency can be conceived from various theoretical perspectives. We must weigh
the alternatives, argue about contradictory positions, and consider the pedagogical
implications of these alternatives. To be sure, the process of defining and conceptu-
alizing language in the light of academic debates about both language and second
language acquisitions will be complex, time-consuming, and expensive, but it can
and must be engaged.

Further, ongoing work on improving the schooling experiences and outcomes
of ELL students must further attend to the heterogeneity in the ELL population
rather than be contented with oversimplified “language barrier” explanations for
disparities as is often the case among practitioners and policymakers now. In this
vein, the emergent scholarship on language as a social practice and evolving
repertoire of skills and features must add to its thorough and valuable qualitative
descriptions of learning and meaning-making in classroom interactions some
evidence of systemic improvement if these principles are to translate into com-
mon pedagogical practice. Getting language right for such purposes is an enor-
mous challenge. The stakes, however, have never been higher. The United States
cannot afford to provide a second-class education to its growing number of
English language learners (Gándara & Orfield 2012), whether as part of the current
educational reform movement or as part of a plan for the future of the nation.

This chapter was submitted for review prior to the authorization of the Every
Student Succeeds Act. Nevertheless, many of the stated challenges persist. ESSA
and subsequent regulations call for states to create statewide, uniform objective
criteria for classifying, evaluating, and measuring progress of ELL students toward
proficiency within a state-determined time frame. States must also account for
student characteristics such as initial English proficiency when determining English
proficiency targets. Most notably, ESSA moves accountability for ELL progress into
Title I (from Title III under NCLB), which is the primary lever of school account-
ability attached to a much larger pool of federal funds. These changes help draw
attention to the education of ELL students, recognize their heterogeneity, and
standardize criteria for classification into and redesignation from EL status. How-
ever, concerns remain regarding variability across states; quality of instruction,
assessment, and curriculum for EL classified students; and the setting of appropriate
targets to determine proficiency informed by the latest research on bilingualism and
bilingual language development.
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Critical Language Testing

Elana Shohamy

Abstract
Critical language testing (CLT) refers to the examination of the uses and conse-
quences of tests in education and society (Shohamy 2001a, b; Spolsky 1995). The
topic gained attention by various scholars and particularly Messick (1981, 1989),
who argued for expanding the definition of construct validity as a criterion for
evaluating the quality of tests, to include components related to tests use, such as
values, impact, and consequences. CLTemerged from the realization that tests are
powerful tools in education and society, which may lead to unintended conse-
quences that need to be examined and evaluated. It is the power of tests,
especially those of high stakes, that causes test takers and educational systems
to change their educational behaviors and strategies as they strive to succeed in
tests given their detrimental impact.

Ample research on CLT exists which focuses mainly on the uses of tests with
regard to high-stakes tests such as the TOEFL, school leaving exams, entrance
and placement tests, as well as international/comparative tests such as PISA and
TIMMS. These studies pointed to the misuses of tests and their impact that goes
far beyond learning and teaching into issues of identity, educational policies, as
well as marginalization and discrimination against immigrants and minority
groups. The chapter ends with a discussion of alternative testing strategies,
developed over the past decade, which aim at minimizing the power and negative
consequences of tests mostly by including democratic approaches of formative
and dynamic assessment, multilingual testing, inclusive assessment, and bottom-
up testing policies and tasks, all aiming to use tests in constructive and positive
ways, diminishing their excessive power.
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Introduction and Early Developments

In most countries worldwide, individuals are subject to tests, whether to enter educational
programs, to pass from one level to the next, or to be granted certificates to practice
professions. Tests determine whether students will be allowed to enter high schools and
higher education and in many cases even kindergartens and elementary schools. In
schools, classroom tests are used in all subjects and grades and have an effect on
students’ status in their classrooms as well as on their identities and self-concepts.
Tests are used by teachers as disciplinary tools to control students’ behaviors and
the curricula and to upgrade the status and prestige of specific topics and subjects.
High-stakes tests lead to rejections and acceptances, to winners and losers, and to
successes and failures and hence have an impact on people’s lives. For adult
immigrants, tests determine whether they will be granted permission to immigrate
and to obtain citizenship in countries they moved to or seek asylum.

Critical language testing (CLT) originated from a focus on the uses of language
tests and the realization of their enormous power to influence education, societies,
and even the status of nations as a result of performances on international tests. It is
the power of tests and the detrimental decisions they bring about that grants them
such status in society so that people change their behavior in order to succeed on
tests (Shohamy 2001a). It is this very power that brings about decision makers and
those in authority to introduce tests since they know that once a high-stakes test is
introduced, it is most likely that principals, even if the curriculum has not changed,
will start imposing the teaching of these topics, and students will be forced to learn
them. Hence, there is a change in stakeholders’ behaviors in an intensive effort to
achieve high scores. In fact, in many schools the content that is included in these
tests becomes the de facto curriculum and often overlooks the written curriculum
that already exists as those who introduce tests often have different educational
agendas (Cheng 2004; Cheng and Curtis 2004 and others).

Two examples that demonstrate the phenomenon are the following: The first
in the context of migration (Extra et al. 2009), where adult immigrants, moving
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to a new country are required to take tests of their proficiency in the language
used in the new location as a condition for citizenship and residence. At times
these tests are being administered still in their home countries and thus restrict
the number of immigrants. Governments implement language testing regimes as
a way to control the number of immigrants they allow to enter the country
and/or of those who can stay there. In most nations nowadays immigrants are
required to pass a test in the main official language of the country. This policy
does not originate from research findings that demonstrates that proficiency in
national languages is relevant for functionality; still, language tests become the
tool for screening, leading to decisions as to whether immigrants are allowed to
stay in the country or would be forced to leave. It also ignores situations when
immigrants are at an age that they are incapable of learning the new language
and/or cannot read or write in their own language or when there are no learning
opportunities such as language courses where they can learn the new language
(McNamara and Shohamy 2008; Shohamy and Kanza 2009). It is also known
that many immigrants tend to be employed in their own communities and are
very comfortable using their home languages which are functional for them in
most domains of everyday lives. The test then is used primarily as a tool to
screen immigrants, which brings about enormous criticism about the ethicality
of these types of tests as they are used for purposes they were not intended to.
The children of immigrants usually acquire the new language relatively fast in
comparison to their parents because they are schooled in that new language as a
medium of instruction, albeit, this too takes a long time (Levin and Shohamy
2008) as will be reported below.

The second case is the testing of immigrant and minority school students who
lack high proficiency in the power language which is the medium of instruction in
schools. In this case students are required to take standardized tests as mandated
by national policies after a short time of being in the country. While research
shows that it takes immigrants about 10 years to acquire a new language (Collier
and Thomas 2002; Valdés et al. 2015; Levin and Shohamy 2008) and yet while
they are still in the process of learning the new language, they are being tested in
school content areas via the new language. Given that the students are not
proficient in the language yet, they often fail these tests in the different academic
subjects and become marginalized and discriminated against by their teachers and
peers (Levin and Shohamy 2008; Levin et al. 2003).

In both of the above-described cases, language testing policies are used as
disciplinary tools given that test takers have no choice but to comply with the
policy demands. While test takers and regional educational systems comply
with such disciplinary demands, they also resent them as they feel they were
imposed on them without their voice being heard. It is the powerful uses of
tests – their detrimental effects and their uses as disciplinary tools that are
responsible for the strong feelings that tests evoke in test takers. It is the
raising of critical questions about the testing policy and their impact and
consequences as well as the intentions behind the introduction of these tests
which is the essence of CLT.
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Major Contributions

A social perspective. The use of tests for power and control was argued convinc-
ingly by Foucault. InDiscipline and Punish: The Birth of the Prison (1979) Foucault
stated that examinations possess built-in features that enable them to be used for
exercising power and control. Specifically he mentions that tests serve as means for
maintaining hierarchies and normalizing judgment. They can be used for surveil-
lance, to quantify, classify, and punish. Their power lies in that they can lead to
differentiation among people and for judging them. Tests consist of rituals and
ceremonies along with the establishment of truth and all in the name of objectivity,
as Foucault puts it:

The examination combines the techniques of an observing hierarchy and those of a
normalizing judgement. It is a normalizing gaze, a surveillance that makes it possible
to qualify, to classify and to punish. It establishes over individuals a visibility through
which one differentiates them and judges them. That is why, in all the mechanisms of
discipline, the examination is highly ritualized. In it are combined the ceremony of power
and the form of the experiment, the deployment of force and the establishment of truth.
At the heart of the procedures of discipline, it manifests the subjection of those who are
perceived as objects and the objectification of those who are subjected. (p. 184)
(my emphasis)

In Foucault’s biography, written by Eribon (1992), he provides evidence of
Foucault’s personal experiences and sufferings from tests, making him a “test
victim.” He shows that Foucault himself was a victim of tests, who failed on high-
stakes tests. References are made to situations when tests played detrimental roles in
his own life, possibly causing him to gain the special insight into the uses of tests as
disciplinary tools. Foucault (1979) also noted that it is only in the twentieth century
that testers made tests “objective unobtrusive” messengers, while in the past testers
had to face test takers directly and to share the responsibility for the testing verdict.

The notion that tests represent a social technology is introduced by Madaus
(1990) as an extension of the uses of tests as disciplinary tools. He claimed that
tests are scientifically created tools that have been historically used as mechanisms
for control and their power is deeply embedded in education, government, and
business. The test is a means for social technology as it not only imposes behaviors
on individuals and groups but also defines what students are expected to learn and
know and can therefore be referred to as “de facto curriculum.” It therefore
guaranteed the movement of knowledge from the teacher to the pupil, but it extracted
from the pupil a knowledge destined and reserved for the teacher.

Bourdieu (1991) claimed that tests serve the needs of certain groups in society to
perpetuate their power and dominance; thus, tests were rarely challenged. Tests have
wide support of parents, as they lead to the imposition of social order. For parents
who often do not trust schools and teachers, tests provide indication of control and
order, especially given their familiarity with tests in their own years of schooling. For
many parents tests symbolize control and discipline and are perceived as indications
of effective learning. It is often observed that raising the educational standards
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through testing appeals to the middle classes, partly as it means gaining access to
better jobs for their children, and for some it is also a code word for restricting
minority access. The paradox is that low-status parents, minorities, and immigrants,
who are constantly excluded by tests, have an overwhelming respect for them and
often fight against their abandonment.

Hanson (1993) as well discusses the power of tests to affect and define people and
notes that tests have become social institutions on their own, taken for granted with
no challenging questions. Specifically, while a testing event is only a minute
representation of the whole person, tests are used both to define and predict a
person’s ability as well as to keep them powerless and often under surveillance.
He adds the following:

In nearly all cases test givers are (or represent) organizations, while test takers are individ-
uals. Moreover, test-giving agencies use tests for the purpose of making decisions or taking
actions with reference to test takers – if they are to pass a course, receive a driver’s license, be
admitted to college, receive a fellowship, get a job or promotion. . . That, together with the
fact that organizations are more powerful than individuals, means that the testing situation
nearly always places test givers in a position of power over test takers. (Hanson 1993, p. 19)

The use of language tests as disciplinary tools by powerful political institutions
is discussed by McNamara (1998) who notes that tests have become an arm of
policy reform in education and vocational training as well as in immigration
policies. Such policy initiatives are seen within the educational systems as well
as in the workforce. A concern for national standards of educational achievement
in a competitive global economy, together with a heightened demand for account-
ability of government expenditures, has propelled a number of initiatives involv-
ing assessment as an arm of government educational policy in the national, state,
and district levels.

A psychometric perspective. Some psychometricians who themselves develop
tests have been critical about them. Most notable is Messick, who was employed at
the Educational Testing Service in the USA, a center that develops and researches
tests. Messick (1981, 1996) was among those who drew attention to the topic of
impact, claiming that tests’ consequences should be incorporated into a broader
perspective of a unified concept of validity. He argued that given that social values
were associated with intended and unintended outcomes, the interpretations and uses
which derive from test scores, the appraisal of the social consequences of tests
should be subsumed as aspects of construct validity (1996, p. 13). Messick (1996)
claimed that “[i]n the context of unified validity, evidence of washback is an instance
of the consequential aspect of construct validity.” Thus, Messick’s concept of unified
validity seems to be the bridge between the narrow range of effects included in
washback and the broader one encompassed by “impact” which includes
“. . .evidence and rationales for evaluating the intended and unintended conse-
quences of score interpretation and use. . . especially those associated with bias. . .
unfairness in test use, and with positive or negative washback effects on teaching and
learning” (p. 12). The term “consequences” is used mostly by Messick to encompass
washback and construct validity but with a stronger focus on ideological values. This
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is also how the term is used here to discuss the societal influences of tests in a larger
scope. Messick notes that washback is only one form of testing consequence that
needs to be weighed when evaluating validity, and testing consequences are only one
aspect of construct validity, leading to the term consequential validity. An additional
term often used to refer to the connection between testing and instruction is systemic
validity (Frederiksen and Collins 1989) relating to the introduction of tests into the
educational system, along with additional variables which are part of the learning
and instructional system. In such situations tests become part of a dynamic process in
which changes in the educational system take place according to feedback obtained
from the test. Similar terms associated with the impact of tests on learning are
measurement-driven instruction, referring to the notion that tests drive learning,
and curriculum alignment, implying that the curriculum is modified according to test
results.

Thus, although psychometricians developed sophisticated methods for test devel-
opment and design, in terms of reliability and validity and quality of items and tasks,
they tend to overlook the important dimension of consequences of tests. This leads to
the need to pose questions that will incorporate the consequences such as: What are
the tests being used for? What purposes are they intended for? Do they lead to
decisions which are beneficial or harmful for people? Are they meant to evaluate the
level of language proficiency or as sanctions for discipline and control? In other
words, is a test really a pure measurement of language proficiency or is it used as a
disciplinary tool for other agendas such as selection, expulsion, and differentiation
leading to stigmas about different populations and their rejection from bastions of
society?

Language testing perspective. In the book Measured Words, Spolsky (1995)
surveyed the different language tests from a historical context. He brings up the
cases of the different agendas that were associated with the TOEFL tests to
prevent people from certain areas in the world to study in US educational
institutions.

Shohamy (2001a) introduced the notion of CLT and focused on three studies
which demonstrated how the introduction of high-stakes language tests brought
about major changes in the behavior of the school: a test of oral proficiency in
English as a second language which led to teaching to the test, a test in Arabic
which turned the classes to prepare students for the test which meant studying
the exact content of the test, and a national test for testing reading comprehen-
sion which in a year’s time changed drastically the reading curriculum to texts
with multiple questions; in all cases, there was narrowing of the curriculum and
the test dominated most activities. In other words, once the test was adminis-
tered, the teaching returned to non-testing activities. A study (Shohamy et al.
1996) examined the effect of these tests several years later and showed that the
only meaningful change took place in the high-stakes tests while in the case of
low-stakes tests these changes were totally overlooked. Shohamy and McNa-
mara (2009) critiqued the tests for citizenship. In Shohamy (2009) there is a
strong argument and a list of reasons against the use of tests for enforcing such
policies.
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Studies by Alderson and Wall 1993 examined a number of hypotheses whereby
one could expect a change in the school learning policy of languages due to tests but
found very little effect due to the tests.

Cheng (2004; Cheng et al. 2011; Cheng and Curtis 2004; Cheng and DeLuca
2011) conducted studies focusing on the washback of high-stakes tests, especially in
China but also in Canada and elsewhere. They found major impact of tests on
teaching. More information about these studies can be found in the chapter
“▶Washback, Impact, and Consequences Revisited” by Tsagari and Cheng in this
volume, examining at least two different types of washback studies, one related to
traditional standardized tests and the other in which modified versions of tests are
examined as means for achieving more positive influence on teaching and learning.

Fulcher (2004) critiqued the growing number of rating scales which are expected
to provide more accurate scores. Two of these well-known scales are the ACTFL
scale used in the USA and the CEFR used mostly in Europe and elsewhere. Yet,
major critiques have emerged from these scales, as to their linearity, and the scales
not being appropriate for all learning settings. (see a chapter “▶The Common
European Framework of Reference (CEFR)” by Barni and Salvati, in this volume).

Shohamy’s (2001a) brought up pleas for developing more democratic views of
tests, increasing the responsibility of testers, minimizing the power of tests, pro-
tecting test takers, and posing a questions about the ethical roles of language testers.

One immediate outcome of the CLTwas the development of a Code of Practice to
protect test takers. Davies (this volume), who was very attentive to the notion of
CLT, examined the professionalism of language testers who design tests and over-
look their impacts. He posed ample questions about what it means to be an ethical
and professional tester and their responsibilities. Davies served as the chair of the
ILTA (International Language Testing Association) committee that developed the
Code of Ethics and a Code of Practice to be used by language testers in the
development and uses of tests, so testers become aware of their professional and
ethical responsibilities. The real aim accordingly was to create tests which are more
fair, considerate, constructive, and ethical in terms of their power.

Work in Progress

Over the years, a large number of questions emerged that have fallen under the
paradigm of CLT. With the introduction of language citizenship tests for immigrants
in an expanding number of countries in Europe, Asia, and elsewhere, ample studies
pointed to the harmful effects of those tests. Milani (2008), based on protocols about
integration in the Swedish Parliament, pointed to the debates about the tests reveal-
ing a taste of discrimination, given the goal of integrating immigrants into the main
society. A special issue of the journal Language Assessment Quarterly (Shohamy
and McNamara 2009) focused on these tests in a number of countries such as
Estonia, Latvia, the UK, the USA, and Israel. A number of comprehensive edited
books (Stevenson 2009; Extra et al. 2009) were published as well. Unfortunately,
this research did not yield major changes in terms of government policies, and the

Critical Language Testing 447

http://dx.doi.org/10.1007/978-3-319-02261-1_24
http://dx.doi.org/10.1007/978-3-319-02261-1_29
http://dx.doi.org/10.1007/978-3-319-02261-1_29


problem continues as more countries adopt these tests. Recently, Norway is joining
these countries with the introduction of new citizenship tests as of January 2017.
These policies get stricter as the wave of immigration expands in Europe and
elsewhere. Likewise in schools, while tests such as the ones mandated by the
NCLB act ceased to exist in the USA, the new policy of the Common Core
represents a new testing policy with higher cognitive demands introduced in schools,
thus creating injustices for immigrants (Abedi 2001, 2004; Abedi and Dietal 2004;
Shohamy and Menken 2015). Thus, these tests, as Valdés and Poza point out,
discriminate against newcomers and minority groups (see their chapter “▶Assessing
English Language Proficiency in the United States” in the present volume).

At the same time, the work on CLTcontinues (see the chapter “▶Washback, Impact,
and Consequences Revisited” by Tsagari and Cheng in this volume). Indeed, the notion
of the “power of tests” puts enormous responsibility on the shoulders of those who
wield the tests. Yet, at the same time there are also new approaches that attempt to
respond to the power of tests, to minimize and challenge it by focusing on tests geared
for more effective learning rather than tools for punishment. Further, with the changes
toward multilingualism, there is more of an emphasis on the meaning and essence of
language in this day and age with regard to globalization, multilingualism, language
varieties, and mixture of languages to include immigrants and minority groups in
different types of multilingual tests.

These directions responded to questions such as the following:

• Do the tests reflect the bi-/multilingual uses of language in this day and age in the
context of plurilingual societies?

• Do tests have realistic goals in terms of their levels of proficiency, considering the
dynamic and fluid nature of language?

• Are the validation procedures based on realistic norms and not on the native
speaker?

• Do they consider all components that contribute to performance, beyond lan-
guage per se?

• Are we ethical when we design tests based on definitions and goals provided by
central agencies?

• Are language tests open to monitoring by society, critiqued, and sanctioned?
• How can immigrants and minority groups be included in spite of their language

proficiency, given that they are educated, talented, good people, but have diffi-
culties with language, or it takes them long time to acquire it?

• How can immigrants who have to pay big amounts of money for language
courses get resources that will help them learn the languages? And is the “almost”
native speaker realistic for all people, regardless of age, background, etc. (see the
chapter “▶Assessing English as a Lingua Franca” by Jenkins and Leung, which
discusses the ELF variety that most English nonnative speakers use, as well as the
chapter “▶High-Stakes Tests as De Facto Language Education Policies” by
Menken, both in this volume)?

• Do all immigrants need to pass a language test where there is no evidence that
knowledge of “the” language necessarily contributes to good citizenship? That is,
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how can we minimize the use of language tests, preventing them from being a
major tool in creating immigration policy?

In the section below, a list of additional new initiatives which can defy or
minimize the power of tests will be briefly described.

Responses: Minimizing and Resisting Power

The topics below include strategies of assessment initiatives and practices which can
lead to more positive outcomes of tests which are more fair, just, and mostly
educational. These go beyond standardized tests into language testing that proposes
means for diverting tests to learning and less for judgment.

Dynamic assessment: An approach whereby testing and teaching are connected and
hence minimize the power of tests, based on Vygotsky’s sociocultural theory whereby the
emphasis is the use of tests for learning (see the chapter “▶Dynamic Assessment” by
Poehner, Davin, and Lantolf in this volume; and see also Levi 2015; and Levi 2016).

Assessment literacy increases the basic knowledge about assessment including CLT
and focuses on their consequences and impact, which needs to be addressed and is part of
language testing along with other factors (see chapters “▶Language Assessment Liter-
acy” and “▶Training in Language Assessment” by Inbar-Lourie and Malone in this
volume).

Test accommodation and differential item functioning (DIF) provide a tool for
assisting immigrants and minority groups who are not familiar with the new language
to obtain assistance and thus enhance the achievement in academic and content sub-
jects, especially for the early years of migration while learning the new language (see
chapter “▶Utilizing Accommodations in Assessment” by Abedi in this volume).
Further, the focus is on the technique of DIF as a strategy to identify the test items
and tasks which discriminate against students of different backgrounds. Removal of
such items and tasks results in tests which are more fair to larger pool of test takers.

Formative/alternative assessment attempts to develop assessment strategies
which are more constructive than standard external items, often developed by local
agents at the schools and not by central agencies (see the chapter “▶Task and
Performance-Based Assessment” by Wigglesworth and Frost and the chapter
“▶Using Portfolios for Assessment/Alternative Assessment” by Fox, in this
volume).

Multilingual/translanguaging and ELF tests. An approach built on the nature of
the language construct as it is being viewed today, where languages are mixed and people
use them in very creative ways. Shohamy (2011) demonstrated how the use of multilin-
gual tests in testing mathematics of immigrant students (in Hebrew and Russian on the
same test) result in higher mathematics scores than of those students who were tested in
monolingual (Hebrew) tests in Israel. A case in point can best be demonstrated with
English away from the concept of the native speaker (see the chapter “▶Assessing
Multilingual Competence” by Lopez, Turkan, and Guzman-Orth and also the chapter
“▶Assessing English as a Lingua Franca” by Jenkins and Leung in this volume).
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Tests for indigenous contexts. Given that the essence of testing is that it grants
importance to languages and provides a message that they should be empowered,
there is a call to include indigenous language within the repertoire of testing (see the
chapter “▶Language Assessment in Indigenous Contexts in Australia and Canada”
by Wigglesworth and Baker in this volume).

Full language repertoire (FLR). This refers to expansion of assessment to
include all the languages a person knows, regardless of each language level of
proficiency. This is especially relevant with immigrant students who arrive in a
new location, so the languages they know from the past will not be overlooked and
ignored, but rather they should be incorporated into the whole language repertoire,
viewing these languages as significant resources.

Other themes included in this volume that have the potential to reduce the power
of tests and focus more on learning include the following: the chapter “▶Assessing
Students’ Content Knowledge and Language Proficiency” by Llosa recommending a
focus on content and less on language proficiency, the chapter “▶Culture and
Language Assessment” by Scarino with emphasis on culture within assessment,
and qualitative methods of validation by Lazaraton. Chapter “▶Assessing the
Language of Young Learners” by Bailey especially warns about the overuse of
tests with regard to young leaners. Other studies demonstrate the extent to which
language tests are instrumental for control. Tsagari and Cheng show how significant
it is to examine the consequences of tests so to limit their powerful status, which is
related to the chapter “▶High-Stakes Tests as De Facto Language Education
Policies” by Menken demonstrating that tests should avoid dictating the curriculum
but rather reflect it. These are manifested in the use of tests as “de facto” curriculum,
approaches which should be minimized. All these are warning signs regarding the
ethics, professionalism, rights, and codes as described in the chapter “▶Ethics,
Professionalism, Rights, and Codes” by the late Alan Davies. The existence of the
Common European Framework of Reference (CEFR) requires testers to be even
more cautious about the power of tests as these scales provide an extra tool to bring
about homogeneity, as can be seen in the chapter “▶The Common European
Framework of Reference (CEFR)” by Barni and Salvati. The dangers of using
tests which are not appropriate to specific students are being critiqued by Poza and
Valdés (chapter “▶Assessing English Language Proficiency in the United States”).

All in all, many of the chapters in this volume discuss and propose a number of
ways to focus on learning and hence to minimize the power of tests by using the
strategies described above and in many of the chapters.

Future Directions

CLT led to ample questions about the quality of tests, their consequences, and the
difficulties they impose on test takers and systems. Tests often offer simplistic
solutions for complex issues. The research in this field attempted to explore areas
where tests are misused by examining their consequences and the intentions of those
who introduced them. The responses are varied so that what is considered negative
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or positive is constantly debated given Messick’s views that these are related to the
values of test takers, educational systems of nations, and ideologies of governments
and regimes to use tests for power and control. Yet, the obligation of those engaged
in language testing is to adopt CLT approaches to try to look beyond the tests
themselves and toward their uses; in other words, a good test may be necessary
but not sufficient. It is the obligation of all those working in test development and use
to constantly ask questions as to intentions and uses of tests in education and society
with regard to the multiple groups for whom national languages are second
languages.

It is encouraging to see that in the past decade a number of different types of
assessment strategies and procedures have been developed and implemented. These
strategies are currently being used to broaden the construct of testing tests and
provide successful ways of “talking back” to the power of tests that can minimize
their power and protect test takers and parents, teachers, and principals, enhancing
the uses of assessment procedures to minimize discrimination and marginalization
and maximize learning, fairness, ethicality, equality, and justice. The purpose is not
to eliminate tests but rather to see the values behind them as well as their hidden
agendas in the area of accountability and the learning of languages and to reflect
perspectives of languages in this day and age.
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